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Ground Motions in the Fukushima Hamadori,

Japan, Normal-Faulting Earthquake

by John G. Anderson,* Hiroshi Kawase, Glenn P. Biasi, James N. Brune, and Shin Aoi

Abstract A crustal normal-faulting earthquake (MJMA 7:0; Mw 6.7) occurred in
eastern Tohoku, Japan, on 11 April 2011. K-NET and KiK-net stations recorded
82 records from within 100 km of fault rupture. These data and data from associated
foreshocks and aftershocks will make a critical contribution to future improvements of
ground-motion prediction for normal-faulting earthquakes.

Peak ground accelerations (PGA) and peak ground velocities (PGV) are compared
with four ground-motion prediction equations (GMPEs) that include the style of fault-
ing as a predictor parameter. For distances under 100 km, and using a network average
value of VS30, the average ratio of PGA to the selected GMPEs (the event term ) is high
by factors of 2.3–3.7. Event terms for PGV are high by factors of 1.4–1.8. Adjusting
PGA and PGV with customized site terms (Kawase and Matsuo, 2004a,b), the standard
deviations of PGA and PGV residuals are reduced from 0.59 to 0.43, and from 0.53 to
0.35, respectively. The event terms decreased to relatively small factors of 1.1–1.8 for
PGA and increased slightly to 1.5–2.0 for PGV. Thus, site terms are very important, but
positive event terms remain. The remaining positive event terms are not explained by
high stress drop, which was typical of crustal events of all mechanisms globally or in
Japan. Two subparallel faults ruptured, but source inversions, which we reviewed,
revealed that they ruptured sequentially, so simultaneous contributions from the two
faults did not cause high motions. Although these observations may tend to suggest
that ground motions in large normal-faulting events are larger than predicted by the
tested models, we are not aware of any observations from this event that contradict the
precarious rock evidence of Brune (2000) that ground shaking is low on the footwall
near the rupture.

Introduction

Strong-motion records from the near field of earth-
quakes with a normal-faulting mechanism (Fig. 1) are sparse,
even by comparison with crustal earthquakes with a strike-
slip or reverse-faulting mechanism. For instance, a search of
the Next Generation Attenuation (NGA) relation flatfile
(Chiou et al., 2008) finds that only 91 records (out of 3551
total used for the NGA) have a normal-faulting mechanism.
There are only 25 records from three normal-faulting earth-
quakes with Mw ≥ 6:5 (Irpinia, Italy, 23 November 1980,
Mw 6.9, 12 records; Borah Peak, Idaho, 20 October 1983,
Mw 6.9, 11 records [in a fairly small area]; Edgecumbe, New
Zealand, 2 March 1987, Mw 6:6, 2 records). The NGA com-
pilation, of course, does not include the entire set of ground
motions from normal-faulting earthquakes. It has the obvious
limitation that the most recent event in that compilation oc-
curred in 2003. Furthermore, it did not benefit from recent

efforts to improve the quality and accessibility of strong-
motion data from Italy (e.g., Luzi et al., 2010; Massa et al.,
2010; Pacor et al., 2011) and Greece (Theodulidis et al.,
2004), where normal faulting is dominant.

Within these modest constraints, several ground-motion
prediction equations (GMPEs) have concluded that on aver-
age, ground motions in normal-faulting events are slightly
smaller than in strike-slip or thrust events (e.g., Spudich et al.,
1999; Abrahamson and Silva, 2008; Boore and Atkinson,
2008; Campbell and Bozorgnia, 2008; Chiou and Youngs,
2008). The last four of these are collectively known as NGA
relations. A recent model by Bindi et al. (2011) using the
Italian database finds that ground motions in Italy are gener-
ally consistent with the NGA predictions for normal-faulting
events, but near-source records from earthquakes with
Mw ≥ 6 are sparse in that data set as well. The NGA relations,
developed under the NGA Project (Power et al., 2008), are
used extensively in hazard analysis in the United States.
Applications include use of Boore and Atkinson (2008),*Also at Department of Geological Sciences and Engineering.
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Campbell and Bozorgnia (2008), and Chiou and Youngs
(2008) by the U.S. Geological Survey to develop the 2008
revision of the National Hazard Map (Petersen et al., 2008).
These three models are used to estimate the ground motions
from earthquakes in the Intermountain West region, where
normal faulting dominates.

In this context, the Fukushima Hamadori earthquake of
11 April 2011 (Mw 6.7, MJMA 7.0) is extremely significant,
as the strong ground motions are by far the most extensively
recorded of any normal-faulting earthquake of any magni-
tude. About 82 stations are within 100 km of the nearer of
the two fault surfaces, at a wide range of azimuths, and over
730 stations altogether recorded the event. Besides the main-
shock, the Global Centroid Moment Tensor (Global CMT)
project (see Data and Resources) identified at least nine other
normal-faulting events in this sequence with Mw > 5, as in-
dicated in Figure 1. This analysis, which evaluates only the
mainshock, finds that the recorded strong motion in the
Fukushima Hamadori mainshock had significantly stronger
peak ground accelerations (PGA) and peak ground velocities
(PGV) than the prediction of the NGA equations cited above,
and considers four hypotheses that might help explain the
discrepancy.

Fukushima Hamadori Earthquake

The Fukushima Hamadori earthquake, and associated
events with smaller magnitudes, was apparently triggered
by the 11 March 2011 Tohoku (Mw 9.0) earthquake. The
Fukushima Hamadori earthquake occurred in the continental

crust of Japan, and caused surface rupture. Large shallow
aftershocks with extensional mechanisms also followed the
Mw 8.8 Maule, Chile, earthquake in 2010 (Ryder et al., 2012).
The general location of the Fukushima Hamadori event, in the
context of the Tohoku aftershocks, is shown in Figure 2, and
some teleseismic parameters for the earthquake are given in
Table 1. Although Kato et al. (2011) suggested that the entire
Tohoku region, including the source area of the Fukushima
Hamadori earthquake, was under compression prior to the
Tohoku earthquake, Imanishi et al. (2012) found 23 focal
mechanisms of smaller earthquakes with normal-faulting
mechanisms in the region between 2003 and 2010.

The Fukushima Hamadori earthquake caused surface
rupture on two faults. Faulting is described by Maruyama
et al. (2011). The Idosawa fault ruptured for a distance of
14 km, with a maximum offset of about 200 cm (Maruyama
et al., 2011). The Yunotake fault ruptured for about 15 km,
with maximum slip of about 80 cm. Table 2 gives the param-
eters used in this paper to describe the locations and orien-
tations of these two faults. A model of the faulting is needed
to determine the fault distance for comparisons of observed
ground motions with GMPEs. Figure 3 shows the location
of the fault planes as modeled in Table 2. Both faults are
approximated by a planar surface, with the surface trace
approximating the location of observed rupture as given by
Maruyama et al. (2011) and Geology Research Team (2011).
The dip of the Idosawa fault is constrained so that the fault

10
0

10
1

10
2

10
3

4.5

5

5.5

6

6.5

7

516

393

415

731

454

350

207

258
320244

r
flt

 , km

M
ag

ni
tu

de

Normal Faulting Earthquakes in the NGA Flatfile

Figure 1. Distribution of magnitude and distance of strong-
motion data for normal faulting earthquakes in the NGA database,
as a function of rflt. For events in which rflt is not given in the data-
base, repi is substituted. The solid horizontal lines are drawn at mag-
nitudes of normal faulting earthquakes associated with the
Fukushima Hamadori earthquake. The numbers to the right give
the number of strong-motion accelerograms recorded in each event,
and the extent of the lines give a preliminary estimate of the distance
range of each event. Distances are based on epicenter as given in the
K-NET or KiK-net files obtained from NIED.
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 40.0° N 

Figure 2. Location map, showing the region affected by the
Fukushima Hamadori earthquake (outlined by heavy box) in the
context of the region affected by the Tohoku earthquake. Epicenters
shown are events located by the U.S. Geological Survey National
Earthquake Information Center (USGS NEIC) in the first 12 days
following the Mw 9.0 Tohoku mainshock. Dashed black lines indi-
cate the boundary between the Pacific or Philippine Sea plates and
the crustal block including Tohoku.
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will pass through the hypocenter, and the same dip is then
applied to the Yunotake fault. Associated smaller events that
were also recorded on strong-motion instruments include im-
mediate aftershocks, and the fault width in Table 2 was set
so as to be consistent with the deepest of those events. Based
on aftershocks, Hikima (2012) and Shiba and Noguchi
(2012) model the Idosawa fault as longer than its surface rup-
ture, 26 and 23.8 km, respectively, mainly extending the fault
towards the north compared with Figure 3. The kinematic
models by both authors find most of the slip took place
within the part of the fault shown in the figure.

Strong-Motion Data

Strong-motion data in this study was obtained from the
NIED K-NETand KiK-net strong-motion networks (Kinosh-
ita, 1998, 2005; Okada et al., 2004). Data from all stations
recording the event were downloaded from the NIED web-
sites. There are 82 stations within 100 km of the faults shown
in Figure 3, 298 within 200 km, 477 stations within 300 km,
608 stations within 400 km, and 715 stations altogether, with
the most distant at 876 km distance. Data were high-pass
filtered with a Butterworth causal filter, 2 pole, with corner
frequency of 0.05 Hz, and then integrated to velocity and
displacement. The geometric mean horizontal acceleration
and geometric mean horizontal velocity, determined from the
horizontal components oriented as recorded, are shown as a
function of distance in Figures 4 and 5, respectively. Four
NGA models (Abrahamson and Silva, 2008; Boore and At-
kinson, 2008; Campbell and Bozorgnia, 2008; Chiou and
Youngs, 2008) are also shown in Figures 4 and 5. These four
NGA relations use VS30, the time-average shear velocity in
the upper 30 m, as a predictor variable. The stations contrib-
uting data on Figures 4 and 5, of course, come from a variety
of site conditions. Therefore, the intention on these figures is
to use a value of VS30 that is a reasonable median for the
ensemble of stations. All of the K-NET sites have velocity
logs posted by NIED, giving compressional and shear veloc-
ities and densities at one meter intervals from the surface to
20 m depth. A reasonable lower bound to VS30, say Vmin

S30, is to
project the velocity at the base of the provided log to the
depth of 30 m. The median value of Vmin

S30 is 340 m=s. We also
estimated an upper bound, say Vmax

S30 , by projecting a velocity
of 2000 m=s from the base of velocity log to 30 m. The
median value of Vmax

S30 estimated in this manner is 470 m=s.
Therefore, the median VS30 is bounded between 340 and
470 m=s. The value VS30 � 400 m=s is used in Figures 4
and 5. It is worth noting that based on the correlation of
Boore et al. (2011), a median value of VS20 � 340 m=s cor-
responds to a median value of VS30 � 407 m=s.

The data are offset above the predictions in Figures 4
and 5. A different choice of VS30 can not help significantly
to reduce the discrepancy. For several spot checks for
both PGA and PGV at distances of 10, 50, and 100 km,

Table 1
Catalog Parameters for the Fukushima Hamadori Earthquake of 11 April 2011

Data Source Origin Time Location Depth, km M0 dyn·cm Magnitude

K-NET and KiK-net
data files 17:16 JST

36.945° N
140.672° E 6.0 7:0MJMA

PDE 08:16:12.73 UTC
37.001° N
140.401° E 11.0 6:6MwW

Global CMT * 08:16:19.5 UTC (centroid time)
37.00° N
140.54° E 12.0 1:2 × 1026

6:69Mw

6:4mb

6:6MS

*Fault planes: FP1: Strike � 139, Dip � 56, Rake � −75; FP2: Strike � 295, Dip � 39, Rake � −109; FP1 is
most consistent with the observed surface faulting.

Table 2
Geometry of Fault Planes Used in This Study to

Describe the Idosawa and Yunotake Faults

Parameter Idosawa Yunotake

Reference point latitude* 36.9488 36.9855
Reference point longitude* 140.7082 140.8302
Reference point depth (km)* 0 0
Strike† 162 128
Dip† 66 66
Total Rupture Length (km)† 13.4 15.3
Total Rupture Width (km)† 20 15
Length in +strike direction from
reference point (km)‡

0 0

Length in −strike direction from
reference point (km)‡

13.4 15.3

Shallowest depth of faulting (km) 0 0
Maximum depth of faulting (km) 18.27 13.70
Fault area (km2 ) 268 229.5
Maximum Surface Slip (m) 2.0 0.8

*The reference points are at the south end of the surface traces of
each fault.

†The strike and fault length are chosen to be a close approxi-
mation to the location of surface faulting. The strike uses the Aki
and Richards (2002) convention that when facing in the +strike
direction, the fault dips to the right. The dip of the Idosawa fault
is determined so that the dipping plane will go through the hypo-
center, whereas the dip of the Yunotake fault is taken to be the same.
The down-dip width is wide enough to reach the depth and horizontal
offset of the deepest aftershocks. Cross sections of the faults show
that these planes are not inconsistent with the aftershock locations.

‡Because of the convention for fault geometry and the location
of the reference points, the fault traces are in the opposite direction
from the positive-strike direction.
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the difference between curves generated with VS30 �
400 m=s and the predictions at either bound on median VS30

is under 6%. This difference is negligible compared with the
offset of the data.

The GMPE model by Si and Midorikawa (1999, 2000) is
used in the development of the national seismic hazard map
of Japan. It is not shown in Figures 4 and 5 because that
model is developed for PGA and PGV on records that have
been low-pass filtered with a corner frequency of 10 Hz,
and it predicts the value of the larger horizontal component.
In contrast, the accelerograms used to develop Figures 4 and
5 show the geometric mean of the two horizontal peaks with-
out applying a low-pass filter to the data. The Si and Mid-
orikawa (1999, 2000) model predicts larger amplitudes of
PGA and PGV, for distances smaller than 100 km, than the
NGA models, but the observations of both PGA and PGV are
still somewhat higher (Si et al., 2012). Because the Si and
Midorikawa (1999, 2000) model does not include an adjust-
ment for fault mechanism, this implies that ground motions
in the Fukushima Hamadori earthquake are somewhat
stronger than the average reverse and strike-slip earthquakes

that dominate in development of the Si and Midorikawa
(1999, 2000) model.

Event Terms

The value of an individual ground-motion observation,
using the notation of Anderson and Uchiyama (2011), can be
written as

lnYes � fM�·� � δIes; (1)

where Yes is the observation (either PGA or PGV), fM�·� is
the value predicted by the GMPE, and δIes is the residual. The
subscripts e and s identify the earthquake (just one in this
case) and the station. The function fM�·� will be different for

140.0° E 140.5° E  141.0° E 

36.5° N

37.0° N

37.5° N

Yunotake

fault

Idosawa fault

Figure 3. Detailed map of the area around the Fukushima Ham-
adori earthquake. Black rectangles show the surface projection of
the two contributing faults, as modeled in Table 2. The fault edges
with tick marks indicate the approximate locations of surface rup-
ture. Triangles show locations of strong-motion stations. The star
shows the epicenter of the mainshock. Circles are associated crustal
earthquakes, which have generated strong-motion accelerograms.
Earthquake locations are NIED locations from the headers of
strong-motion records obtained at station IBRH13 from shallow,
nearby earthquakes.
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Figure 4. PGA, compared with four different GMPEs. Curves
assume VS30 � 400 m=s, as explained in the text.
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Figure 5. PGV compared with four different GMPEs. Curves as-
sume VS30 � 400 m=s, as explained in the text.
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PGA and PGV. Higher roman numeral superscripts are used
to indicate standard deviations after removal of potential
epistemic terms. The standard deviation corresponding to
equation (1) is

σI �
������������������������������������

1

Nes − 1

X
e;s

�δIes�2
s

; (2)

where the total number of data is Nes. The event term Ee is
the mean of the residuals in a single event over all stations:

Ee �
1

Ns

XNs

s�1

δIes; (3)

where Ns is the number of stations observing the event. As
a measure of the variability of events used to develop the
GMPE, it is convenient to define σEvents as the standard
deviation of Ee, and the deviation of a single event from aver-
age as

Ee � εσEvents; (4)

(in the notation of Rodriguez-Marek et al., 2011, the event
term Ee is the between-event residual or interevent residual,
and σEvents � τ ). Because the main hazard is at close dis-
tances, Table 3 gives Ee for PGA and PGV, for stations at
distances under 100 km. GMPEs considered are the NGA re-
lations of Abrahamson and Silva (2008), Chiou and Youngs
(2008), and Campbell and Bozorgnia (2008) at rflt < 100 km,
and for Boore and Atkinson (2008) with rJB < 100 km. The
unexplained residual, δIIEes � δIes − Ee (δWes in the notation of
Rodriguez-Marek et al., 2011) has zero mean and standard
deviation σIIE (ϕ in the notation of Rodriguez-Marek et al.,
2011), also given in Table 3. The σIIE corresponds to the
within-event standard deviations of the GMPEs. These σIIE

are not optimized because the site conditions are not treated
on a station-by-station basis.

The GMPE column in Table 3 gives the average standard
deviation, σI for PGA and PGV, and σEvents, the standard
deviation of the event terms as determined by each respective
model. For models in which the standard deviation depends
on distance and amplitude, σI is the average of the value ap-
propriate for each datum. This is a reasonable approximation
because the distance dependence of σI is weak, if present, in
the models. The columns with εa and εv in Table 3 are the
event terms normalized by σEvents as in equation 4. For in-
stance, the event term for PGA relative to the Abrahamson
and Silva (2008) relationship is �3:3 standard deviations
of the event term, determined from all earthquakes used
to develop the model, above the median curve. The columns
with eE convert the log values of the event terms into numeri-
cal ratios. Thus, the mean PGA observation is 2.95 times the
prediction of Abrahamson and Silva (2008).

Table 3 finds that for PGA the range of σIIE, from 0.57–
0.62, is similar to that found by Anderson and Uchiyama
(2011) in Guerrero (0.61), similar to the estimate of Rodri-
guez-Marek et al. (2011) for Japan (0.62), and similar to the
standard deviations of the NGA models. For PGV the range of
σIIE from 0.52–0.54 is slightly smaller than the Guerrero es-
timate (0.57), but similar to the standard deviations of the
NGA models. Thus, the variability of these uncorrected data
are in a reasonable range.

On the other hand, Table 3 finds that the event terms are
high for all four NGA models. PGAs are 3.2–4.8 standard de-
viations above the NGA models, with an average of about
4 times greater than the respective models (∼� 4σEvent;a).
PGVs average about 2 times greater (∼� 2σEvent). The de-
viations of PGV would have a low probability, but the devia-
tions for PGA would seem to have such a low probability as
to demand further study.

Discussion: What Causes the High Event Terms?

We consider four possible explanations for the high
event terms of this earthquake at short distances: (1) site

Table 3
Event Terms for the NGAGMPEs Determined from Stations at Distances under 100 km

Acceleration Velocity

GMPE Ee εa σIIE eEe Ee εv σIIE eEe

Abrahamson and Silva (2008) 1.08 3.3 0.59 2.95 0.60 1.9 0.52 1.82
σI
a � 0:573, σI

v � 0:583
σEvents;a � 0:326, σEvents;v � 0:319
Boore and Atkinson (2008) 0.84 3.2 0.57 2.32 0.51 2.0 0.53 1.67
σI
a � 0:564, σI

v � 0:560
σEvents;a � 0:260, σEvents;v � 0:256
Campbell and Bozorgnia (2008) 0.98 4.5 0.59 2.66 0.32 1.6 0.52 1.37
σI
a � 0:515, σI

v � 0:525
σEvents;a � 0:219, σEvents;v � 0:203
Chiou and Youngs (2008) 1.32 4.8 0.62 3.74 0.54 2.2 0.54 1.71
σI
a � 0:549, σI

v � 0:540
σEvents;a � 0:271, σEvents;v � 0:241
Average 1.05 2.87 0.49 1.63

Ground Motions in the Fukushima Hamadori, Japan, Normal-Faulting Earthquake 1939

－89－



effects are inadequately explained using VS30; (2) the source
has a high stress drop, or is otherwise radiating excessive
energy at the frequencies controlling PGA; (3) the two sub-
parallel faults are radiating simultaneously, increasing the
amplitudes of shaking; or (4) the GMPEs are underpredicting
the ground motions. Directivity was not considered because
the source is surrounded by stations. The different slopes of
the NGA curves and the data beyond 100 km (Figs. 4 and 5),
probably result from differences in attenuation but large
event terms at short distances are difficult to explain by dif-
ferences in attenuation.

Site Effects

The comparisons in Figures 4 and 5 already incorporate
parameter choices in the NGA relations appropriate for the
median value of VS30. However, there are reasons to expect
that VS30 by itself is not sufficient to characterize the site
conditions. For instance, Atkinson and Casey (2003) com-
pared amplitudes of pseudoacceleration response spectra
(5% damping) at four oscillator frequencies from earth-

quakes in southern Japan and Washington State of similar
mechanism and magnitude. Noting that different velocity
profiles can have the same value of VS30, they explained
higher average amplitudes at 10 Hz in the Japanese event
by the differences in average site profiles. Amplification
was calculated using the quarter-wavelength method (Boore
and Joyner, 1997). This method does not recognize resonant
peaks, but for constant VS30 a site with a thin low-velocity
layer will have higher amplification than a site with a low-
velocity gradient. Thus, characterizing the site response using
VS30 alone is inadequate to fully characterize site response.

Before adjusting for site effects, we view some seismo-
grams and their spectra. Figure 6 shows maps of KiK-net
stations within about 50 km of the Fukushima Hamadori
source. All stations in KiK-net have downhole accelerome-
ters at a typical depth of 100 m in addition to surface
accelerometers. Although the downhole instrument may be
affected by site response to some extent, the differences
between the surface and downhole records provide much in-
formation about site response at these stations. Figure 6 also
maps the peak vector acceleration, peak vector velocity, and

Figure 6. KiK-net maps showing (a) station name, (b) peak surface/downhole spectral ratio, (c) surface PGA (cm=s2), and (d) surface
PGV (cm=s). Peaks of acceleration and velocity are the peak amplitude of the vector sum of the two horizontal components. The color version
of this figure is available only in the electronic edition.
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the peak of the ratio of smoothed surface to downhole spec-
tral amplitudes. A peak spectral ratio of under 6.0 was used
by Anderson (2013) to recognize sites with a minimum dis-
tortion from surface layers. Figure 6 indicates that none of
the sites in this region meet that criterion for the Fukushima
Hamadori earthquake, but some are close.

Figure 7 shows velocity seismograms and Fourier spec-
tra of acceleration for two of the KiK-net sites. Station
FKSH14 has one of the lower surface/downhole ratios on
Figure 6b. The surface spectrum is relatively flat to first or-
der, with some fine structure superimposed on the overall
spectral shape. In contrast, station IBRH12 has a prominent
narrow peak at about 5–7 Hz. The high peak is associated
with conspicuous ringing that dominates the surface accel-
erogram and is even conspicuous on the surface-velocity
seismograms. This record contrasts sharply with the record

from station FKSH14 in which the velocity seismogram
shows relatively very little high-frequency shaking. Inspec-
tion of seismograms and spectra at the KiK-net sites suggest
that IBRH12 is more typical of accelerograms from this
region. Stations with high surface/downhole spectral ratios
in Figure 6b show similar phenomena to the resonance at
IBRH12, and contribute high positive residuals in Figure 4.

Figure 8 shows maps of K-NET stations, at which there
are only surface accelerometers. Instead of spectral ratios,
this figure shows Vmin

S30 for each station. Perusal of Figure 8
shows that there is a correlation between high values of Vmin

S30
and low PGA. Some of the Fourier spectra show prominent
peaks like the peak at station IBRH12 in Figure 7; others do
not. Figure 9 shows velocity seismograms and Fourier spec-
tra for two stations, FKS011 and FKS014, which do not have
prominent resonances. The residuals at stations FKSH14,

Figure 7. Velocity seismograms and Fourier amplitude spectra at two KiK-net stations. Station locations are shown in Figure 6. The
velocity seismograms are from the surface components. For FKSH14, rflt � 13:4 km, aGM � 129 cm=s2, and vGM � 23:1 cm=s. For
IBRH12, rflt � 33:5 km, aGM � 208 cm=s2, and vGM � 6:3 cm=s. Fourier spectra show Fourier amplitudes of acceleration. Spectra of
the two horizontal components are smoothed in a way that approximately conserves the energy (or to be more precise, the Arias intensity)
of the spectrum, and then the vector sum of the two horizontal components is formed. Spectra processed in this way are shown for both the
surface and downhole components, along with the ratio of surface/downhole.
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FKS011, and FKS014 are all reasonably consistent with the
GMPEs.

First Adjustment for Site Response. The results shown in
Figures 7 and 9 suggest that, as in the case of Atkinson
and Casey (2003), a systematic adjustment for site response
at all the stations might reduce or even eliminate the discrep-
ancy between the data and models. They further suggest that
the ground motions on the most rock-like stations might be
relatively consistent with the NGA relations.

Several models have already been developed to charac-
terize the site response, including nonlinear behavior, at all
or most of the individual K-NET and KiK-net stations (e.g.,
Moya and Irikura, 2003; Kawase and Matsuo, 2004a,b;
Wu et al., 2009). In this section, we therefore apply one of
these models that applies station-specific adjustments found
using prior earthquakes to reduce each of the KiK-net and
K-NET peak motion observations in the Fukushima Hama-
dori earthquake to motion expected on rock site conditions.
This differs from Atkinson and Casey (2003), who used cor-
rections for large site classes rather than using site factors
that are customized on a station-by-station basis.

The model we use is described in Kawase and Matsuo
(2004a,b) and Kawase (2006). Kawase and Matsuo (2004a)

defined a reference site with shear velocity of 3:45 km=s that
extends to the surface. Then using moderate-sized earth-
quakes for each station separately, they found correction fac-
tors that adjust the observed PGA and PGVof a record to the
peak acceleration and velocity at the reference site with the
shear velocity of 3:45 km=s.

GMPEs used in this paper are defined as a function of
VS30, but VS30 � 3450 m=s is outside of their ranges of val-
idity. Thus, we select VS30 � 760 m=s for the comparison,
because that is the reference site condition for the U.S.
National Hazard Map. To adjust the difference of a reference
site between VS30 � 3450 m=s and VS30 � 760 m=s, we use
the empirical relationship for average amplification as a log-
linear function of VS30 (Kawase and Matsuo, 2004b). Thus,
the observed value of PGA and PGV is divided by the site-
specific adjustment, and then multiplied by the reference cor-
rection factor (1.91 for PGA and 2.66 for PGV).

Figure 10 shows adjustments from raw PGA and PGV to
a site with VS30 � 760 m=s, as a function of estimates of
VS30. The estimates of VS30 are not used in our procedure,
but they provide a convenient parameter to use for displaying
the adjustments. For K-NET stations, Figure 10 uses Vmin

S30.
For KiK-net stations, the NIED website gives measured val-
ues of shear velocity to depths of 100 m or more that are used

Figure 8. K-NET composite figure showing (a) station name, (b) estimates of VS30 in m=s, (c) PGA in cm=s2, and (d) PGV in cm=s. Peaks
of acceleration and velocity are the peak amplitude of the vector sum of the two horizontal components. The estimates of VS30 are lower
bounds based on profiles provided by NIED. The site profiles are available to depths of up to 20 m, so these estimates extend the deepest
measured value to 30 m. Any station, for which velocity increases between the bottom of the borehole and 30 m, will have a larger value of
VS30 than the value given here. The color version of this figure is available only in the electronic edition.
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to calculate VS30. Figure 10 also shows adjustments used by
Atkinson and Casey (2003), which do depend on estimates
of VS30. Notable features of Figure 10 are the high variabil-
ity of the adjustments within small ranges of VS30, the ten-
dency of adjustments to decrease as VS30 increases, and that
the adjustments appear on average to be smaller than those of
Atkinson and Casey (2003).

Although the adjustments in Figure 10 are determined
from a different data set, this step can be considered approx-
imately equivalent to the station correction step in Anderson
and Uchiyama (2011). Designating the Kawase and Matsuo
(2004a,b) corrections as Ss (δS2Ss in the notation of Rodri-
guez-Marek et al., 2011), the new residuals are

δIISes � δIes − Ss: (5)

New estimates of the event terms (E�2�
e ) can be found by aver-

aging δIISes . The residuals after removing these event terms are

δIIIes � δIISes − E�2�
e (6)

(δWo;es in the notation of Rodriguez-Marek et al., 2011) and
the standard deviation of these residuals is σIII (ϕSS in the
notation of Rodriguez-Marek et al., 2011).

The adjustments in Figure 10 have been applied to the
PGAs on Figure 4 and the PGVs on Figure 5. In Figures 11
and 12, the adjusted points are compared with four NGA
models for VS30 � 760 m=s.

Figure 13 shows the residuals (δIISes ) and the event term
(E�2�

e ) for one of the NGA relations, Campbell and Bozorgnia
(2008), as a function of distance. Table 4 gives, for the ad-
justed peak values, statistical parameters equivalent to those
for the unadjusted residuals in Table 3.

One surprising result is that the adjustment has signifi-
cantly reduced the standard deviation of the residuals.
The decrease is made possible because the adjustments
are customized to the stations. The change can be seen by

Figure 9. Velocity seismograms and Fourier amplitude spectra at two K-NET stations. Station locations are shown in Figure 8. For
station FKS011, rflt � 13:3 km, aGM � 188 cm=s2, and vGM � 17:6 cm=s and for station FKS014, rflt � 24:0 km, aGM � 111 cm=s2,
and vGM � 8:7 cm=s. Fourier spectra are smoothed as in Figure 7.
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comparing σIIE in Table 3 with σIII in Table 4. The standard
deviations decrease from ∼0:59 to ∼0:42 for PGA, and from
∼0:53 to ∼0:35 for PGV. In their pilot study of peak motions
recorded in Mexico, Anderson and Uchiyama (2011) found a
comparable σIII � 0:42 for PGA, and larger σIII � 0:46 for
PGV. Rodriguez-Marek et al. (2011) found a larger value for
PGA (0.497). Overestimates of seismic hazard can result
from the ergodic assumption (Anderson and Brune, 1999a),
and examples such as this of single-station sigma provide

annecdotal examples on the lower limits of sigma for future
GMPE development.

This adjustment also has a significant effect on the
event terms. For PGA and PGV, the mean event terms have
been decreased by a factor of ∼2:1 and increased by ∼10%
respectively. In spite of these adjustments, the event terms
are still positive. Table 4 finds that the PGAs average about
1.3 times greater than the model (∼� 1:7σEvents;a), and that
the PGVs average about 1.7 times greater than the model
(∼� 2:2σEvents;v). These event terms are still high, but the
estimates of median acceleration are greatly improved. It
is worth noting that the adjustment by site class of Atkinson

Figure 10. Custom station adjustments for PGA and PGV from
Kawase and Matsuo (2004a,b), used in this paper to adjust observed
values to a site with VS30 � 760 m=s. The adjustments are plotted as
a function of estimated values of VS30 for each site, as explained in
the text. Estimates of VS30 are not used in this paper, but are used by
Atkinson and Casey (2003). Adjustment factors attributed to Atkin-
son and Casey (2003) are developed for response spectra, not PGA
or PGV. For PGA, (a) their adjustments for 5 Hz, and for PGV,
(b) their adjustments for 2.5 Hz.
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Figure 11. PGA, adjusted to VS30 � 760 m=s, using the adjust-
ment factors from Kawase and Matsuo (2004a,b). The NGA model
predictions in this figure also use VS30 � 760 m=s.
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Figure 12. PGV, adjusted to VS30 � 760 m=s, using the adjust-
ment factors from Kawase and Matsuo (2004a,b). The NGA model
predictions in this figure also use VS30 � 760 m=s.
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Figure 13. Residuals of PGA and PGV to the Campbell and Bo-
zorgnia (2008) ground-motion prediction equation. As shown in
Table 4, this model has the lowest residuals of the four NGA relations.
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and Casey (2003), which on average exceed our adjustments
(Fig. 10), reduced event terms to near zero for the event in
their study.

All four of the NGA relations have a term for normal-
faulting mechanisms. The terms for normal faulting modify
the predicted log (base e) of the PGA in the Abrahamson and
Silva (2008), Boore and Atkinson (2008), Campbell and Bo-
zorgnia (2008), and Chiou and Youngs (2008) models by
−0:06, −0:25, −0:12, and −0:25, respectively, in which
the negative sign indicates reduction. The respective adjust-
ments for PGV are −0:06, −0:45, 0.0, and −0:06. For PGA,
without the normal-faulting adjustments the Boore and At-
kinson (2008) model would have essentially no residual, and
Campbell and Bozorgnia (2008) event term would be smaller
than the interevent standard deviation, σEvents;a. For PGV,
without the normal-faulting term the Boore and Atkinson
(2008) model would overestimate the adjusted data. With
these exceptions, the normal-faulting adjustments are not, by
themselves, possible explanations for underestimating the
ground motions in the Fukushima Hamadori earthquake.

Stress Drop

There are several ways that stress drop is measured.
Studies of the Fukushima Hamadori earthquake allow esti-
mates of the static stress drop, and provide estimates and
comparisons with other earthquakes of stress drop deter-
mined from energy and high-frequency spectral amplitudes.

To evaluate the static stress drop we consider how the
seismic moment might be divided between the two overlap-
ping ruptures. With overlapping ruptures, it is unclear how to
estimate the static stress drop for this event, so we consider
some alternative models. These are presented in Table 5. The
two most commonly used rupture models are the circular
fault model and the dip-slip fault model (Kanamori and An-
derson, 1975). The model for a dip-slip earthquake assumes
that the fault is long compared to its width. Because that is

not the case for either of the faults that ruptured in the
Fukushima Hamadori earthquake, we use the equation for
a circular fault,

ΔτS �
7π
16

μ
�DE

RE
; (7)

where ΔτS is the static stress drop, �DE is the mean slip, and
RE is the radius of a circular fault with the same area as the
rectangular approximations given in Table 2. With these
assumptions, Table 5 gives the mean slip and the stress drop
for five alternative distributions of the seismic moment from
Table 1 between the two active faults.

Because they overlap, extreme models would be to put
all the moment on one, and to consider the other to be sym-
pathetic (Fraction � 1:0 cases in Table 5). These lead to
ΔτS � 6:7 MPa if all the moment is released on the Idosawa
fault, and ΔτS � 8:4 MPa if entirely on the Yunotake fault.
A model that divides the moment in proportion to the maxi-
mum surface slip, which was 2.0 m on the Idosawa fault and
0.8 m on the Yunotake fault, would have fslip � 2:0=�2:0�
0:8� � 0:71 of the slip would be on the Idosawa fault. This
is close to dividing the moment 75:25 between the Idosawa
and Yunotake faults, and leads to ΔτS � 5:0 MPa and
ΔτS � 2:1 MPa, respectively. Dividing the moment equally
between the two faults leads to ΔτS � 3:3 and 4.2 MPa,
respectively. In summary, assuming both faults contributed

Table 4
Event Terms for the NGA GMPEs, after Adjusting for the Kawase and Matsuo (2004a)

Site Response Terms

Acceleration Velocity

GMPE Ee εa σIII eEe Ee εv σIII eEe

Abrahamson and Silva (2008) 0.35 0.60 0.42 1.42 0.52 0.90 0.35 1.69
σI
a � 0:586 σI

v � 0:583
σEvents;a � 0:326 σEvents;v � 0:319
Boore and Atkinson (2008) 0.11 0.20 0.41 1.12 0.59 1.05 0.34 1.80
σI
a � 0:564 σI

v � 0:560
σEvents;a � 0:260 σEvents;v � 0:256
Campbell and Bozorgnia (2008) 0.16 0.31 0.42 1.18 0.38 0.72 0.35 1.46
σI
a � 0:524 σI

v � 0:525
σEvents;a � 0:219 σEvents;v � 0:203
Chiou and Youngs (2008) 0.58 1.04 0.47 1.79 0.69 1.26 0.37 2.00
σI
a � 0:557 σI

v � 0:545
σEvents;a � 0:271 σEvents;v � 0:241
Average 0.30 1.35 0.54 1.72

Table 5
Mean Slip and Stress-Drop Estimates for the Two Faults Active

in the Fukushima Hamadori Earthquake

Fraction of Total Moment on the Idosawa Fault

Fault 1.0 0.75 0.5 0.25 0.0

Idosawa �DE, cm 149 112 75 37
ΔτS, MPa 6.7 5.0 3.3 1.7

Yunotake �DE, cm 43 87 131 174
ΔτS, MPa 2.1 4.2 6.3 8.4
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to the moment, the static stress drops on each fault are in the
range from 2–5 MPa.

A global study of earthquakes based on teleseismic ob-
servations (Allmann and Shearer, 2009) found that the stress
drop for normal-faulting mechanisms is distributed primarily
from 1–10 MPa, with a mean value apparently about 3 MPa.
This suggests that the static stress drop on the two primary
faults in the Fukushima Hamadori earthquake is similar to
other normal faults.

Another potentially useful way to compare with other
results would be based on results of Hecker et al. (2010).
This study determines the ratio of maximum displacement to
rupture length. From Table 2, this ratio is 1:5 × 10−4 for the
Idosawa fault, and 0:5 × 10−4 for the Yunotake fault. The
former is in a range of ratios typical of faults with smaller
cumulative displacement in Hecker et al. (2010), whereas
the latter is lower than most faults in their data set. In sum-
mary, the static stress drop associated with the Fukushima
Hamadori earthquake is in a range that is typical of other
earthquakes with normal-faulting mechanisms.

Nakano (2013) determined stress drop for several of
the earthquakes in the Fukushima Hamadori sequence. Ex-
tending the approach of Kawase and Matsuo (2004a), they
combined the seismic moment determined from regional
recordings based on F-NET data (Okada et al., 2004) and cor-
ner frequency measured from local stations to find the stress
drop using the equations in Brune (1970). By their results,
ΔσBrune � 3:1 MPa. This is within the range of the stress
parameters found by Nakano (2013) for other Japanese earth-
quakes withMw ≳ 5:3, with reverse or strike-slip mechanisms.

Satoh and Tsutsumi (2012) measured the short-period
spectral level of the Hamadori earthquakes and compared
that with other Japanese events. According to their model,
the short-period level is proportional to the product of a
stress-drop parameter (not necessarily the same as ΔσBrune)
and fault radius. They find that their stress parameter is ap-
proximately constant for events with Mw ≳ 5:7, with reverse-
faulting earthquakes having a higher stress parameter, on
average, than strike-slip-faulting earthquakes. They find that
the Fukushima Hamadori mainshock has a stress parameter,
which is intermediate between the overlapping populations
of reverse and strike-slip stress parameters.

Finally, Somei et al. (2012) find stress drop using the
spectra of coda waves to find seismic moment and corner
frequency, following the approach of Mayeda and Walter
(1996). They find relatively small scatter in stress-drop esti-
mates for Mw ≳ 4:5. In this range, and by this method, they
find that the stress drop of strike-slip- and reverse-mechanism
earthquakes overlap almost completely, and that the Fukush-
ima Hamadori normal faulting event is near the center of
that range.

In summary, it appears that the static stress drop of the
Fukushima Hamadori earthquake is consistent with the
global population of normal-faulting earthquakes and that
the other stress parameters are consistent with the Japanese
population of strike-slip and reverse earthquakes.

Simultaneous Rupture of the Two Main Faults

The results presented in the previous section indicate
that the static stress drop of the two faults, taken individually,
is fairly typical of normal-faulting earthquakes. However,
given the overlap of the geometry, if the two faults ruptured
simultaneously the combined radiation from the two ruptures
might be a cause of the above-average ground motions.

Hikima (2012) inverted the strong-motion waveforms to
find a kinematic model of slip in the earthquake. He finds
that the Idosawa fault slipped first, and the Yunotake fault
slipped second. In this model, the Idosawa fault slip takes
place in the first 8 seconds after the origin time, with the
largest slip in the time interval from 3–7 seconds. The major
rupture on the Yunotake segment takes place in the interval
from about 9–13 seconds.

Shiba and Noguchi (2012) also found a kinematic model
for the source based on waveform inversion. In their model,
slip also occurs first on the Idosawa fault, and has largely
ended on that fault after about 6 s. Rupture on the Yunotake
fault in this model starts at about 5 s and ends at about 13 s
after the origin. Thus, their model allows simultaneity of rup-
ture during only a small part of the earthquake.

Both of these studies, then, find sequential rupture of
the two segments, rather than simultaneous rupture. Given
the small separation of the two faults, there would be little
overlap in ground motion from the two segments, probably
not significantly more than the overlap in ground motion
from multisegment ruptures of faults in which subsequent
segments follow a more linear geometry.

GMPE Calibrations

The fourth hypothesis for the high event terms that needs
to be considered closely is the calibration of the GMPEs. As
noted in Figure 1, the data at large magnitude and small dis-
tance used to calibrate the GMPEs for the effect of normal
faulting in the NGA relations is sparse. In the preliminary
findings above, other obvious factors do not seem to explain
the somewhat high event terms, leaving the calibration of the
GMPEs as an obvious potential contributor.

Additional Considerations

There are two themes of evidence that might support the
idea that the NGA relations are reasonably correct and the
event terms are high for this particular event.

Precarious Rocks. Brune (2000, 2003) discusses precari-
ously balanced rocks (PBRs) in normal-faulting and trans-
tensional environments. For the sake of this discussion, a
PBR is a rock that is balanced on, but not mechanically at-
tached to, its pedestal, and has a high enough ratio of height
to width that it is easily toppled by strong ground motions
(Anderson et al., 2011). For instance, some of the PBRs that
have been cited to constrain ground motions 15 km from the
San Andreas fault are expected to topple in ground motions
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with PGAs exceeding ∼0:4g. Brune (2000) observed equally
fragile PBRs located on the footwall close to several normal
faults with Quaternary activity. Based on this, and supported
by the physical model results of Brune and Anooshehpoor
(1999), he proposed the hypothesis that normal-faulting
events at short distances on the footwall (e.g., less than 3 km
from the fault trace) do not, in general, cause ground motions
sufficient to topple many precarious rocks, as they would at a
comparable distance from the trace of a strike-slip or thrust
fault. Brune (2003) suggests that ground motions also tend to
be low near transtensional stepovers of strike-slip faults. Of
the three examples presented there, the Honey Lake zone of
precarious rocks is most relevant (Briggs et al. [2013]). The
rocks there are on the footwall of a normal fault associated
with a major extensional stepover of strike-slip faults.

Unfortunately, none of the ground motions observed
in the Fukushima Hamadori earthquake are located in a po-
sition to test the hypothesis in Brune (2000), and this earth-
quake has the wrong mechanism to test the Brune (2003)
hypothesis. Only two K-NET stations (FKS010 and
FKS011; Fig. 8) and one KiK-net station (FKSH14; Fig. 6)
are at an azimuth, which can be considered to sample the
footwall ground motions, and all three are over 10 km from
the vertical projection of the fault. The K-NET stations both
have relatively high values of VS30, and the KiK-net station
has a relatively low surface/downhole ratio. Thus, all three
are expected to have somewhat lower ground motions based
on site condition properties. To the extent that these three
stations have below-average ground motions, the cause is
ambiguous at best and would require more study.

A loose extrapolation of the Brune (2000, 2003) studies,
however, leads one to consider the hypothesis that ground
motions in normal and transtensional environments are gen-
erally lower than in strike-slip environments. This hypothesis
is consistent with the normal-faulting adjustments that were
discussed previously. Thus, it is reasonable to ask whether
the observed ground motions imply that precarious rocks
any place would be toppled. Precarious rocks are situated on
solid rock pedestals, so correction of ground motions to
rock site conditions (VS30 � 760 m=s) is essential to com-
pare with their hypothesis.

All but one of the PGAs are corrected to below 0:3g
(Fig. 11). The lone exception is station FKSH13. This station
is above the deepest part of the fault on the hanging wall
(Fig. 6), and thus does not test the Brune (2000) hypothesis.
We consider whether ground motion on rock at this location
would have caused precarious rocks to be toppled. The initial
adjustment for site response would seem to suggest ground
motions capable of causing at least some precarious rocks to
topple. The geometric mean horizontal PGA at site FKSH13
is adjusted from 922 cm=s2 to 709 cm=s2. The geometric
mean horizontal PGV at site FKSH13 is practically un-
changed, adjusting from 30:6 cm=s to 30:5 cm=s2. The top-
pling of precarious rocks depends on both parameters. The
value of PGA is essential as a threshold to initiate rocking and
depends on the shape of the rock. The additional PGV thresh-

old (or a related measure of longer period motions such as
spectral acceleration for an oscillator period of 1.0 s) depends
on the size of the rock. A PGV of 30 cm=s is sufficient to
cause smaller precarious rocks to topple, but large rocks
(e.g., more than 2 m high) may require higher velocities.

Figure 14 shows the surface and downhole acceleration,
Figure 15 shows the surface and downhole velocity, and
Figure 16a shows the Fourier spectra of the record from sta-
tion FKSH13. The vector horizontal PGA at the surface was
1306 cm=s2, whereas downhole it was 179 cm=s2 (Fig. 16b).
The Fourier spectra show a very broad peak of amplification
from 3–12 Hz, peaking at 6–7 Hz, that is responsible for the
large surface acceleration. The velocity seismogram shows
prominent high-frequency energy at this spectral peak, sim-
ilar to IBRH12 in Figure 7. Thus, this location appears to
have a contribution to shaking from resonant site conditions.
A station on solid rock might have expected acceleration
two–three times the downhole value, but the peak may be

Figure 14. Surface and downhole accelerogram from surface
sensors at FKSH13. The vertical component of the downhole sensor
did not produce a seismogram.

Figure 15. Surface and downhole velocity at FKSH13. The
vertical downhole sensor did not produce a seismogram.
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smaller than the adjusted PGA based on the Kawase and
Matsuo (2004a,b) correction. A correction of the seismo-
gram in the frequency domain would be needed to more ac-
curately predict these effects, but such a correction is beyond
the scope of this paper. All of these things considered, a
solid rock outcrop at the location of this station would likely
have accelerations capable of toppling most precarious
rocks. Thus, an extrapolation of the Brune (2000, 2003) hy-
potheses to infer reduced shaking at all distances from a nor-
mal fault would not be supported by this data.

1954 Cabin. Finally, we consider Figure 17, a classic pic-
ture of a normal-fault scarp in Nevada, formed in theMw 6.9
Dixie Valley earthquake of 16 December 1954. Figure 18
shows a different view of the cabin, which shows that the
cabin is in a graben caused by the faulting. A remarkable
observation by the scientists investigating the faulting was
that except for the tilt due to differential settlement near the
fault, the structure was essentially undamaged. Furthermore,
inside the structure a tin cup had not even been shaken off the
shelf (Slemmons, 1957; Steinbrugge and Moran, 1957). As
with the precarious rocks discussed by Brune (2000), this
evidence suggests that motions near the fault were not par-
ticularly severe, even as the ground failed on the hanging
wall. Slemmons (1957) also noted that in the Dixie Valley
settlement three miles (∼5 km) east of this cabin, above the
hanging wall, “the up-and-down motion was so strong as to
throw some of the residents out of bed and then repeatedly
knock them to the floor as they made their way outdoors.”He
also notes that the movement of objects inside buildings was
spatially inconsistent. At the Dixie Valley settlement, on
sediments, Slemmons reports at least one home in which
essentially everything that could be moved was shaken to the
floor, as would be expected from an acceleration of the
nature of what was observed at FKSH13.

Accelerations and velocities that are much stronger
above the hanging wall are predicted by a lattice model of
normal faulting (Shi et al., 2003). The lattice model also pre-
dicts that these strong motions extend all the way to the fault
scarp. Thus, the inferred low amplitudes very near the fault
trace at the cabin may be a local effect brought about by
highly nonlinear response of the sediments in the fault zone
(as can be observed by the shattered surface around the cabin
in Fig. 17), whereas motions farther away may be larger.

Indeed, besides this anecdotal evidence of strong shak-
ing on the hanging wall a few kilometers from the fault trace,
the lack of precarious rocks provides some support for the
suggestion that low accelerations do not persist to larger

Figure 16. (a) Smoothed horizontal surface and downhole
spectra at FKSH13. (b) Ratio of horizontal surface to horizontal
downhole Fourier spectra.

Figure 17. Cabin adjacent to fault that ruptured in the 1954
Dixie Valley earthquake (Mw 6.9). The photograph was taken on
20 December 1954 by Karl Steinbrugge. The man in the photo
is Vincent Bush, a member of the team investigating the earthquake.
Source: Karl V. Steinbrugge Collection: S653, National Information
Service for Earthquake Engineering (NISEE), University of Califor-
nia, Berkeley. The color version of this figure is available only in the
electronic edition.

Figure 18. Karl Steinbrugge standing next to the cabin at the
1954 Dixie Valley rupture (Mw 6.9). The photograph was taken on
20 December 1954 by Donald Moran. Source: Karl V. Steinbrugge
Collection: S662, National Information Service for Earthquake En-
gineering (NISEE), University of California, Berkeley. The color
version of this figure is available only in the electronic edition.
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distances on the hanging wall. Purvance et al. (2008) find pre-
carious rocks that constrain past ground motions in a granite
outcrop on the hanging wall of one splay of the active Genoa
fault in western Nevada. However, one of us (JNB) has found
that similar granites located 5–10 km from the fault on the
hanging wall have no precarious rocks, and indeed rather have
the appearance of extensive rockfalls such as might be ex-
pected to be triggered by strong shaking. All of this evidence
is consistent with the idea that the frictional forces, which must
be overcome at depth to cause a normal-faulting earthquake,
and the consequent seismic radiation, are comparable to the
forces associated with other mechanisms.

We are not aware of any detailed intensity surveys near
the faults that broke in the Fukushima Hamadori earthquake.
Koarai and Okaya (2011) and Hisada (2012) reported a small
number of Japanese wooden houses, which were heavily
damaged, but almost all of them seem to be associated with
either fault movement or ground failure (including liquefac-
tion) so that they are not indicative of severe ground motions.
At first glance, this lack of heavy damage to wooden houses
elsewhere may suggest weak ground motions, contrary to the
Dixie Valley observation. However, to create heavy damage
to Japanese wooden houses we need both high PGA and
high PGV, namely PGA ≥ 0:8g and PGV ≥ 100 cm=s based
on the damage survey in Kobe (Kawase, 2011). From the
KiK-net and K-NET records (Figs. 6 and 8) PGV in the source
region is not observed in excess of 53 cm=s, which is well
below 100 cm=s, so the absence of severe damage to wooden
houses is exactly what we should expect. So far as we know, a
detailed survey of the effect of the shaking on contents of the
structures in the region has not been carried out yet, so a basis
for comparison with Dixie Valley apparently does not exist.

Summary

To sample two parts of the seismic spectrum in a pre-
liminary assessment of the potential impact of this event
on prediction of median estimates of ground motion in
normal-faulting earthquakes, this paper compared observed
PGA and PGV with the median values of four NGA relations.
The models for PGA are generally lower than the observa-
tions in the Fukushima Hamadori earthquake by a factor
of ∼2:3–3:7, depending on the GMPE, at all distances to
100 km. For PGV the differences are smaller, with the data
exceeding the predictions by factors of 1.4–1.8.

We consider four hypotheses to explain this. The first
is that the Fukushima Hamadori earthquake is unusual for
normal faulting. The case for this is perhaps easily made;
it is triggered by a large subduction-zone earthquake, so it
might be easy to presume it should be different from other
events. However, aside from this unusual triggering, we are
unable to identify physical parameters describing the faulting
that set this earthquake apart. Several stress-drop measure-
ments of the Fukushima Hamadori earthquake are similar to
measurements from other crustal earthquakes in Japan. The
comparison events predominantly have strike-slip or reverse

mechanism. Second, we find that the available kinematic
models of the Fukushima Hamadori earthquake show the
two participating faults ruptured sequentially, so simultane-
ous contributions from those two faults does not appear to be
a viable explanation for the high event terms.

Another alternative is that the records of the event have
higher motions than average due to a prevalence of sites with
strong resonances. Our corrections are based on customized
station terms found by Kawase and Matsuo (2004a,b). These
station terms cause a significant reduction in the standard
deviation of corrected data from the GMPEs, and thus provide
strong support for the idea that corrections based on data
from smaller earthquakes can improve ground-motion pre-
diction over models based on simplified site parameters such
as VS30. These corrections also strongly reduced the event
term for PGA, indicating the power of customized site terms
to impact mean ground-motion predictions. The event terms
remaining after this correction are sensitive to the empirical
adjustment of Kawase and Matsuo between VS30 � 3450 m=s
and VS30 � 760 m=s. Because the data used by Kawase and
Matsuo (2004a,b) are scattered, an objective for future studies
could be to seek additional theoretical guidance for the form
and size of that adjustment, and to understand the differences
from adjustments used by Atkinson and Casey (2003).

More sophisticated site correction is still possible, such
as adjustment of records for Fourier spectral amplifications
determined by joint inversions for source, path, and site ef-
fects (e.g., Kawase, 2006). Thus, the test of the effect of site
response in this paper is incomplete, but if we accept the pre-
liminary results we would conclude that site effects account
for a large part of the large event term for PGA. If we presume
that adjustments for site resonance could completely explain
the high event term, it raises complex issues for ground-mo-
tion prediction. It casts doubt on the efficacy of VS30 alone to
model these effects even to first order, and implies resonance
needs to be built into the models. To achieve that, the model
will need to be based on perterbations from a reference-site
velocity and density profile.

The last alternative is that GMPEs have underestimated
accelerations for large normal-faulting events at distances
larger than about 5 km, for which the instrumental data from
the Fukushima Hamadori earthquake provide control. Obser-
vational geologic data, mainly from precariously balanced
rocks, suggest that this may not be the case at closer distan-
ces. An underestimate of ground motions at high frequencies
would primarily affect hazard estimates on the U.S. National
Seismic Hazard Map in regions dominated by normal fault-
ing, such as the Basin and Range region. To the extent that
these Japanese data influence future GMPEs, this might result
in a small increase in the hazard in a future version of the
U.S. national map.

Data and Resources

The NIED website for site velocity profiles and accel-
erograms from K-NET and KiK-net stations is now
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(http://www.kyoshin.bosai.go.jp/), last accessed November
2012. We accessed the same data from predecessors to the cur-
rent site: for K-NET: (http://www.k-net.bosai.go.jp/, last ac-
cessed January 2012) and for KiK-net (http://www.kik
.bosai.go.jp/kik/index_en.shtml, last accessed January 2012).
GMPEs of Abrahamson and Silva (2008), Boore and Atkinson
(2008), Chiou and Youngs (2008), and Campbell and Bozorg-
nia (2008) were calculated using the Attenuation Relationship
Plotter in OPEN_SHA (Field et al., 2003; http://www.opensha
.org/, last accessed January 2012). The NGA flatfile is available
from PEER (http://peer.berkeley.edu/nga/flatfile.html, last ac-
cessed August 2012). Strong-motion data from Italy is avail-
able from http://itaca.mi.ingv.it/ItacaNet/itaca10_links.htm
(last accessed January 2013), and from Greece is available
from http://www.itsak.gr/en/page/data/strong_motion/ (last ac-
cessed January 2013). The Global Centroid Moment Tensor
Project database was searched using www.globalcmt.org/
CMTsearch.html (last accessed January 2013).
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The Composite Source Model for Broadband
Simulations of Strong Ground Motions
by John G. Anderson

INTRODUCTION

My goal is to generate synthetic strong ground motions that are
sufficiently realistic to be useful for engineering applications.
The composite source model (CSM) uses a kinematic source
model for rupture on a finite fault. This source is propagated
to the station using a flat-layered velocity model, scattering,
and attenuation that can be measured from independent seis-
mological observations. A key objective is to reproduce the
wave propagation within the constraints of the measured veloc-
ity and Q structure. This article summarizes the CSM as imple-
mented for the Southern California Earthquake Center
(SCEC) Broadband Platform validation exercise (Goulet et al.,
2015).

HISTORY

The CSM was first described by Yu (1994) and Zeng et al.
(1994). Motivated by Frankel (1991), the model describes
the source slip function as a superposition of overlapping cir-
cular subevents of random sizes, located randomly on the fault.
Multiple source realizations naturally result in different seismo-
grams. Zeng and Anderson (1996) and Zeng and Chen (2001)
demonstrated that it is possible to find a specific realization of
the CSM that reproduces the low-frequency accelerograms in
Northridge and Chi-Chi earthquakes and that the slip func-
tions resemble the slip function determined by other methods.
Additional applications of the model include Khattri et al.
(1994), Yu et al. (1995), Anderson and Yu (1996), and Su,
Anderson, Ni, et al. (1998), Su, Anderson, Zeng (1998), and
Hartzell et al. (2011).

Variations of the original model have been proposed (e.g.,
Zeng et al., 1991, 1995). For simplicity, the current implemen-
tation is close to the basic version, although some aspects of the
Broadband platform implementation have not been described
elsewhere. For this reason, this article gives a brief summary of
the model on the Broadband Platform.

THEORETICAL BASIS

Representation Theorem
The theoretical basis for understanding ground motion from
a finite fault is the representation theorem (e.g., Aki and Ri-
chards, 2002). Through the representation theorem, the prob-
lem of predicting ground motions is reduced to specification of

the offset on the fault as a function of location and time, and
calculations of the Green’ s function.

Composite Source Model Description
The slip function on the fault is treated as a superposition of
subevents that are located at random on the fault. Each sub-
event can be visualized as having a circular cross section, where
subevents can overlap. The rupture time of each subevent is
determined by its distance from the hypocenter, using a con-
stant rupture velocity, V r. The moment of each subevent de-
pends on the subevent radius Ri and the subevent stress drop
ΔτS . V r andΔτS are model parameters, whereas the radii Ri are
chosen at random from a probability distribution. The mo-
ment of the ith subevent, with radius Ri, is, from Kanamori
and Anderson (1975)

M0i �
16
7
ΔτSR3

i : �1�

The time function of slip on each subevent is the source
time function given by Brune (1970, 1971). To be specific,
for a subevent with radius Ri the corner frequency of the sub-
event is

f ic �
2:34β
2πRi

; �2�

and the time function is then given by

_M0i � �2πf ci�2M0iH�τ�τe−2πf cτ; �3�

in which τ � t − ti, in which ti is the start time of the sub-
event: ti � xhyp=vr in which xhyp is the path distance of the
subevent center to the hypocenter measured along the fault,
and vr is the rupture velocity. Zeng et al. (1991) implemented
the Sato and Hirasawa (1973) pulse instead of the Brune pulse.
The Sato and Hirasawa pulse is an option controlled by input
on the Broadband Platform, but in this article all results use the
Brune pulse.

The distribution of subevent sizes, and thus of rise times
among the subevents, motivated by Frankel (1991) is controlled
by fractal dimensionD. Specifically, the distribution of subevents
with radius R or greater is given by Zeng et al. (1994) as
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N�R� � P
D

�
R−D − R−D

max

�
; �4�

in which P is determined by the constraint that the sum of the
moments of the subevents equalsM0, the moment of the earth-
quake being modeled. Consequently,

P � 7M0

16ΔτS
3 − D

�R3−D
max − R3−D

min �
�D ≠ 3�: �5�

My calculations useD � 2, because then the distribution of sub-
event sizes follows a Gutenberg–Richter distribution with the b-
value b � D=2 � 1. The parameter Rmax in equation (4) is the
maximum subevent radius. My practice is to set Rmax equal to
half of the smaller fault dimension. The minimum subevent ra-
dius Rmin is currently chosen by Rmin � Rmax=20. The moment
of a subevent with radius Rmax is 8000 times greater than a sub-
event with radius Rmin, and the magnitude difference is 2.6 mag-
nitude units. Even though there are 400 times as many
earthquakes of this size, they have little numerical significance.

OnlyΔτS is varied when the goal is to find a model-match-
ing statistical properties of a suite of strong-motion observations
from an earthquake. Increasing the value of ΔτS has two effects.
The first is that each subevent has a higher average slip, so the
amplitude of the radiation from each subevent is increased.
Countering that trend, the number of subevents needed to
match M0 decreases. Because M0 is not changed, the low-fre-
quency radiation of the fault is not affected by ΔτS. However,
the net effect of increasingΔτS is an increase of the amplitude of
the high frequencies in the seismogram. Beyond the variability
in the locations and sizes of subevents, some source variability
arises when a random realization does not match the target seis-
mic moment. In this case, the moment is matched by adjusting
ΔτS in equation (1) without changing the number, location, or
radii of subevents. Anderson (1997) found that ΔτS is propor-
tional to radiated energy and apparent stress, so the CSM has the
flexibility to match both of the important stress parameters.

Figure 1 illustrates the source in three ways: the point lo-
cation of subevents with contours showing rupture time, sub-
event locations with circles of radius Ri showing the part of the
rupture represented by each subevent, and with contours illus-
trating the spatial distribution of slip represented by the sum of
all subevents. Figure 2 shows the moment rate represented by
this model and its displacement and acceleration spectra. In
Figure 2, the source time function is slightly longer than 11 s,
in which 11 s is the largest rupture time contoured in Figure 1.
The corner frequency corresponding to Rmin is about 3 Hz,
and the acceleration spectrum of this model is essentially flat
at higher frequencies. The acceleration spectrum also shows
two corner frequencies, at about 0.2 Hz and about 3 Hz.

Green’s Function
The Green’s function is calculated using the approach of Luco
and Apsel (1983), using a FORTRAN code written byY. Zeng.
Luco and Apsel derive the response of a layered half-space using
propagator matrices in the frequency–wavenumber domain,

organized in a way that has very good numerical stability.
The inverse transform over wavenumber is performed by a
numerical integration. The time series is then recovered using
an inverse fast Fourier transform. Static offset is included in the
synthetic seismograms. It is possible to implement a frequency-
dependent Q in the Luco and Apsel (1983) model, but in the
present version Q is independent of frequency. The treatment
of the frequency dependence observed in Q is described sub-
sequently. A typical application calculates the synthetic Green’s
functions from 0 to 25Hz. For the SCEC Broadband implemen-
tation, all seismograms are found for a common site condition,
but for other applications the shallow layers in the velocity model
can be tailored to the local site.
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▴ Figure 1. Composite source illustrated in three ways to empha-
size different features. (a) Locations of the 528 subevents for one
realization of anMw 6.9 earthquake on a fault that is 40 km long and
17.5 km wide. The dashed lines indicate the locations of the rupture
front in 1 s intervals. Radiation of each subevent is triggered when
the rupture front reaches its center. (b) The source radiation from
each subevent is visualized as originating from a crack bounded by
a circle centered on each subevent. The subevent radii are chosen
randomly from the distribution in equation (4). Subevents are not
allowed to overlap the fault borders. (c) The slip modeled in each
subevent is displayed here with an elliptical cross section for each
subevent, superimposed and contoured.
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The Model for Q
The model for Q needs to satisfy several criteria. First, it should
be consistent with Q observations that find Q increasing with
frequency at high frequencies. Second, amplitudes of seismic
waves should have the same distance dependence as data.
Third, the S-wave Q and coda Q , measured from the synthetic
seismograms, should match observations. Finally, the trend of
the high-frequency shape should behave as exp�−πκf � (Ander-
son and Hough, 1984). Considering that the spectrum of the
source model has a high-frequency asymptote of f −2 in dis-
placement, or f 0 in acceleration (Fig. 2), a frequency-indepen-
dent Q can cause this dependence. Also, I have modeled the
distance dependence of κ as

κ�r� � κ0 � ~κ�r� ≈ κ0 �
dκ
dr

r �6�

(Anderson, 1986). The linear approximation in equation (6)
was proposed by Anderson and Hough (1984) as a first ap-
proximation to the distance dependence.

Many regional Q models at high frequencies are modeled
by a function of the form:

Q �f � � Q 0f
γ ; �7�

in which Q 0 is the value of Q at 1 Hz, and γ is usually in
the range 0 < γ < 1. For instance, in the SCEC Broadband
Platform simulations for California, the default Q structure
is given by Bayless:

Q SCEC�f � � �41� 34β�f 0:6; �8�
in which β is the shear velocity in the layer. For 0 ≤ γ ≤ 1,
equation (7) can be approximated as

1
Q 0f

γ ≈
1
Qi

� 1
Qdf

�9�

(e.g., Anderson, 1986). Qi and Qd in equation (9) can be found
so that the mismatch is under about 10% for the range of 2 ≤
f ≤ 25 Hz (e.g., Fig. 3). Often, as in Figure 3, Qi is very large.
These high values are needed to model observations of dκ=dr
(e.g., Hough and Anderson, 1988).

To understand the effect of this approximation, consider
the attenuation of a plane wave propagating a distance x for the
model of Q given in equation (9):

A�x� � exp
�
−

πxf
Q 0f

γβ

�
≈ exp

�
−
πxf
Q iβ

�
exp

�
−

πx
Qdβ

�
: �10�

The first term on the right side causes the high frequencies to
decay, and one can associate κ � x=Qiβ. The second term on
the right side has no effect on the spectral shape, but it reduces
the amplitude uniformly across the spectrum.

To model κ0, one needs low values of Q in the shallow
sediments. An initial assignment is given in Table 1. To match
a target value of κ0, the values of Q for the upper 3 km are
adjusted based on the slope of the Fourier SH response to
an impulse at 5 km depth. These low Q values in the shallow
crust rapidly damp any short-period surface waves so that even
at moderate distances the synthetic seismograms are dominated
by near-vertical propagating S waves.

Velocity Model Example
Figure 4 shows the velocity and Q model used for northern
California as modified from Goulet et al. (2015). All layers

▴ Figure 2. (a) Moment rate function of the source in Figure 1.
Units are in dyn·cm=s. (b) Fourier amplitude spectrum of moment
rate function. The Fourier amplitude of displacement seismograms
is similar but depends on azimuth because of radiation pattern and
directivity. Units are in dyn·cm. Seismic moment of the source,
2:9 × 1026 dyn·cm, can be read from the intercept at f � 0:01 Hz.
(c) Smoothed acceleration spectrum corresponding to the displace-
ment spectrum in the center plot.

f (Hz)
0 5 10 15 20

Q
–1

10–3

10–2

Q(f) = 143 f0.6

Approximation: 1/Q(f) = 1/1148 + 1/(120 f)

▴ Figure 3. Example of the approximation to the Q model given by
equation (9).
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shallower than 30 m have been consolidated into a single layer
with 30 m thickness. Below the Moho, several 5 km thick layers
are introduced to bring the base of the model to 75 km depth;
velocity in each of these layers is increased using the Earth flat-
tening approximation for SH waves (Aki and Richards, 2002),
βf �z� � �a=�a − z��β�z�, in which a � 6371 km is the radius
of the Earth and z is the layer depth. The P-wave velocity is
increased proportionately. The intent is to allow some of the
energy that is refracted into the mantle to return to the crustal
waveguide. Also note the high values of Qi in the crustal wave-
guide and low values in the upper 5 km.

One expects a trade-off between the velocity model and
Q�f �. A result of addressing this trade-off is that Figure 4

has a small velocity gradient in the crustal waveguide created
by replacing the two thick original layers between 9 and 25 km
with eight layers of 2 km thickness each, thus providing a
smoother approximation to a velocity gradient in this depth
range. Without this gradient, the synthetic seismograms at-
tenuate too rapidly. An alternative way to overcome that sys-
tematic effect is to increase Q more in those layers (to ∼4000),
but when that is done the distance dependence of κ does not
match the trend of the measurements, at least for the Loma
Prieta earthquake, as discussed subsequently.

Coda
The coda in this implementation is calculated using the single-
scattering model of Aki and Chouet (1975). It is applied as a
convolution with the Green’s functions. The coda function be-
gins with a filtered impulse in which the filter incorporates the
effect of Qd from equation (10). It also adds reflections from
randomly placed scatterers in the crustal waveguide. Figure 5
shows one of the Green’s functions for one station without and
with the coda. In this example, and in general, with the coda
the Green’s functions are beginning to take the realistic appear-
ance of a small earthquake.

EXAMPLE: LOMA PRIETA CALCULATION

Synthetic Seismograms
Figures 6 and 7 show, respectively, the unfiltered synthetic ac-
celeration, velocity, and displacement at station 0734, and the
pseudorelative response spectra. The reader may judge their
realism.

The average ground-motion amplitudes over multiple source
models are fairly stable, but individual realizations show variabil-
ity. The standard deviation, say σfault, is due to the variability of

Table 1
Assignment of Qi for S Waves in Shallow Layers, Based on

Assimaki et al. (2008)

Shear Velocity for
Layers Shallower
Than 30 m (km=s) Qi Depth Range Qi

0 5 zb ≤ 0:1 km 20
0.1 5 0:1 km ≤ zb ≤ 0:5 km 25
0.5 7 0:5 km ≤ zb ≤ 1:0 km 30
1.0 10 1:0 km ≤ zb ≤ 2:0 km 50
2.0 10 2:0 km ≤ zb ≤ 5:0 km 100
10.0 10

For the upper 30 m, Qi is interpolated from the first two
columns. From 30 m to 3 km, Qi is determined from the depth
zb of the bottom of the layer (third and fourth columns). Qi is
generally defined in equation (9), but for these depths Q is
treated as independent of frequency.
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▴ Figure 4. Original and modified velocity and Q model for
northern California. Original models are shown with narrow lines,
and model used for the CSM are shown with heavy lines. α and β
refer to P and S waves, respectively.
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▴ Figure 5. Example of a Green’s functions for station 0734 in the
Loma Prieta earthquake. This is the north component for a fault
element near the south end of the rupture. (Top) As computed for
the velocity and Q model in Figure 4. (Bottom) The same compo-
nent after convolution with a coda scattering function.
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the fault alone. For this Loma Prieta example, for 50 realizations
of peak acceleration at each station, σfault decreases from∼0:36 at
short distances to ∼0:24 at ∼80 km. For peak velocity, σfault de-
creases from ∼0:32 to ∼0:2 in the same distance range. In the
future, controlling the variability of ΔτS can be used to control
the variability of σfault.

Figure 8 compares data with the values of κ measured from
whole-record synthetics using this model. Whole-record spec-
tra are used because direct P waves overlap direct S waves at
many of the stations, so the whole-record window is a straight-
forward way to measure the same thing at all distances; the
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▴ Figure 6. Unfiltered synthetic realization of (a) acceleration,
(b) velocity, and (c) displacement at station 0734. Notice the small
static offset in the horizontal displacements.
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▴ Figure 7. East and north components of the pseudoaccelera-
tion response spectra (5% damping) for 50 realizations at station
0734. Black solid lines show averages for the two components,
and dashed lines show � one standard deviation.
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▴ Figure 8. Whole-record measurements of κ for both observed
seismograms (open points, dashed line) and corresponding synthetic
seismograms (black points, solid line). The lines both have slope
∼2:4 × 10−4 s= km. Observed spectra are not adjusted for V S30.
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presence of the coda in these windows has increased κ above
the targeted value of κ0 � 0:04 s for the S waves. The model
shows an increase of κ with distance similar to the data. An-
derson (1991) averaged kappa estimates at several stations in
southern California, and an average trend through that model
for ~κ�r� has the slope 2:9 × 10−4 s=km, which is similar to the
slope in Figure 8. The distance dependence in Figure 8 is also
predicted by ray theory. As mentioned earlier, the slope
(dκ=dr) in Figure 8 is controlled by Qi in the deeper parts of
the crust. The attenuation is controlled by Qi, Qd , and the
velocity model. The introduction of the gradient in the lower
crust in Figure 4 achieved the right attenuation for Loma Prieta

data without violating the observed slope (dκ=dr). A full ex-
ploration of this trade-off is ongoing.

Calibration
When the average amplitudes of the CSM have a nonzero
residual for an event, the residual can be adjusted by changing
ΔτS . Figure 9 shows an example. The high-frequency residuals
decrease as the subevent stress drop increases. The lower frame
plots the average residual for peak acceleration, taken to re-
present the high frequencies in general for the sake of this ex-
ample, as a systematic function of ΔτS . Generating plots like
this for individual earthquakes identifies the optimal subevent
stress drop for each. With measurements of ΔτS from multiple
earthquakes, appropriate values can be determined for future
earthquakes.

At present, the SCEC calibration has not run enough cases
to determine if there is a dependence of ΔτS on magnitude,
focal mechanism, or region. At present, for California events
the CSM uses ΔτS � 75 bars, even though ΔτS � 100 bars
would be optimal for Loma Prieta.

SUMMARY

This paper has summarized the theory behind the CSM for
generating synthetic seismograms and given one example of
the synthetics that are generated. For version 13.6 of the SCEC
Broadband Platform, used for 2013 gauntlet, the CSM was be-
low the target range for GMPEs at 50 km. The new version,
with all of the features described in this article, had not been
formally evaluated as part of the version 14.3 gauntlet. Features
described here that were added subsequent to version 13.6 in-
clude the gradients in the crust and mantle, which are physi-
cally motivated adjustments to the velocity model, the addition
of the coda, and the systematic evaluation of residuals and κ as
a function of distance. Rules for the parameters controlling
each of these features will be incorporated into the next version
on the Broadband Platform.
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Ⓔ

Fault-Scaling Relationships Depend on the Average Fault-Slip Rate

by John G. Anderson, Glenn P. Biasi,* and Steven G. Wesnousky

Abstract This study addresses whether knowing the slip rate on a fault improves
estimates of magnitude (Mw) of shallow continental surface-rupturing earthquakes.
Based on 43 earthquakes from the database of Wells and Coppersmith (1994), An-
derson et al. (1996) suggested previously that the estimates ofMw from rupture length
(LE) are improved by incorporating the slip rate of the fault (SF). We re-evaluate this
relationship with an expanded database of 80 events, which includes 56 strike-slip, 13
reverse-, and 11 normal-faulting events. When the data are subdivided by fault mecha-
nism, magnitude predictions from rupture length are improved for strike-slip faults
when slip rate is included but not for reverse or normal faults. Whether or not the
slip-rate term is present, a linear model with Mw ∼ logLE over all rupture lengths
implies that the stress drop depends on rupture length—an observation that is not
supported by teleseismic observations. We consider two other models, including one
we prefer because it has constant stress drop over the entire range of LE for any con-
stant value of SF and fits the data as well as the linear model. The dependence on slip
rate for strike-slip faults is a persistent feature of all considered models. The observed
dependence on SF supports the conclusion that for strike-slip faults of a given length,
the static stress drop, on average, tends to decrease as the fault-slip rate increases.

Electronic Supplement: Table of earthquakes and parameters.

Introduction

Models for estimating the possible magnitude of an
earthquake from geological observations of the fault length
are an essential component of any state-of-the-art seismic-
hazard analysis. The input to either a probabilistic or deter-
ministic seismic-hazard analysis requires geological con-
straints because the duration of instrumental observations of
seismicity is too short to observe the size and to estimate the
occurrence rates of the largest earthquakes (e.g., Allen, 1975;
Wesnousky et al., 1983). Thus, wherever evidence in the
geological record suggests earthquake activity, it is essential
for the seismic-hazard analysis to consider the hazard from
that fault, and an estimate of the magnitude of the earthquake
(Mw) that might occur on the fault is an essential part of the
process. The primary goal of this study is to determine if
magnitude estimates that are commonly estimated from fault
length (LE) can be improved by incorporating the slip rate
(SF) of the fault.

Numerous models for estimating magnitude from rupture
length have been published. Early studies were by Tocher
(1958) and Iida (1959). Wells and Coppersmith (1994) pub-
lished an extensive scaling study based on 244 earthquakes.

Some of the more recent studies include Anderson et al.
(1996), Hanks and Bakun (2002, 2008), Shaw andWesnousky
(2008), Blaser et al. (2010), Leonard (2010, 2012, 2014), and
Strasser et al. (2010). For probabilistic studies and for earth-
quake source physics, it is valuable to try to reduce the uncer-
tainty in these relations. Motivated by Kanamori and Allen
(1986) and Scholz et al. (1986), Anderson et al. (1996; here-
after, AWS96) investigated whether including the fault-slip
rate on a fault improves magnitude estimates given rupture
length. They found that it does, and proposed the relationship
Mw � 5:12� 1:16 logLE − 0:20 log SF, thus indicating that
slip rate is a factor. A physical interpretation of a significant
dependence on slip rate is that, for a common rupture length,
faults with higher slip rates tend to have smaller static stress
drop. Since the publication of AWS96, the number of earth-
quakes with available magnitude, rupture length, and slip-rate
estimates has approximately doubled. This article considers
whether these new data improve or modify the conclusions
from the earlier study.

One consideration in developing a scaling model is that
seismological observations have found stress drop in earth-
quakes to be practically independent of magnitude. Kana-
mori and Anderson (1975) is one of the early papers to
make this observation. Recent studies that have supported

*Now at U.S. Geological Survey, 525 S. Wilson Avenue, Pasadena,
California 91106; gbiasi@usgs.gov.
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this result include Allmann and Shearer (2009) and Baltay
et al. (2011). Apparent exceptions have been reported based
on Fourier spectra of smaller earthquakes, but as magnitude
decreases, attenuation can cause spectral shapes to behave
the same as they would for decreasing stress drop (e.g., An-
derson, 1986). Studies that have taken considerable care to
separate these effects have generally concluded that the aver-
age stress drop remains independent of magnitude down to
extremely small magnitudes (e.g., Abercrombie, 1995; Ide
et al., 2003; Baltay et al., 2010, 2011). However, all of these
studies find that for any given fault dimension, the range of
magnitudes can vary considerably (e.g., Kanamori and Allen,
1986). Despite this variability, it seems reasonable to evalu-
ate a scaling relationship that is based on a constant stress

drop before considering the additional effect of the fault-slip
rate. This vision guides the development of the considered
scaling relationships. Details of these models for the relation-
ship of stress drop and the fault dimensions are deferred to
the Appendix. The following sections describe the data,
present the summary equations for three alternative models,
fit the alternative models to the data, and discuss the results.

Data

Tables 1 and 2 give the preferred estimates of Mw, LE,
and SF for the earthquakes used in this analysis. These values
and their corresponding uncertainty ranges are given in
Table S1 (Ⓔ available in the electronic supplement to this

Table 1
Earthquakes from 1968–2011 Used in This Study

Event
Number Event Name

Event Date
(yyyy/mm/dd) Mw

Rupture
Length (km)

Slip Rate
(mm/yr) Mechanism*

2 Fukushima-Hamadori, Japan 2011/04/11 6.7 15 0.02 N
4 Yushu, China 2010/04/14 6.8 52 12 S
5 El Mayor–Cucapah 2010/04/04 7.3 117 2.5 S
6 Wenchuan, China 2008/05/12 7.9 240 1.3 R
7 Kashmir, Pakistan 2005/10/08 7.6 70 3.1 R
8 Chuya, Russia (Gorny Altai) 2003/09/27 7.2 70 0.5 S
9 Denali, Alaska 2002/11/03 7.8 340 12.4 S
10 Kunlun, China 2001/11/14 7.7 450 10 S
11 Düzce, Turkey 1999/11/12 7.1 40 15 S
12 Hector Mine, California 1999/10/16 7.1 48 0.6 S
13 Chi-Chi, Taiwan 1999/09/21 7.7 72 12.9 R
14 İzmit, Turkey 1999/08/17 7.5 145 12 S
15 Fandoqa, Iran 1998/03/14 6.6 22 2 S
16 Manyi, China 1997/11/08 7.4 170 3 S
17 Sakhalin Island (Neftegorsk), Russia 1995/05/27 7.0 40 4 S
18 Northridge, California 1994/01/17 6.7 21 0.4 R
19 Landers, California 1992/06/28 7.2 77 0.4 S
20 Luzon, Philippines 1990/07/16 7.7 112 15 S
21 Rudbar, Iran 1990/06/20 7.4 80 1 S
22 Loma Prieta, California 1989/10/17 6.8 35 3.2 R
25 Superstition Hill, California 1987/11/24 6.6 25 3 S
26 Edgecumbe, New Zealand 1987/03/02 6.4 15.5 2 N
28 Marryat, Australia 1986/03/03 5.8 13 0.005 R
29 Morgan Hill, California 1984/04/24 6.1 20 5.2 S
30 Borah Peak, Idaho 1983/10/28 6.9 36 0.15 N
31 Coalinga, California 1983/05/02 6.4 25 1.4 R
32 Sirch, Iran 1981/07/29 7.1 65 4.3 S
33 Corinth, Greece 1981/02/25 6.1 14 1.7 N
34 Corinth, Greece 1981/03/04 5.9 15 0.3 N
35 Daofu, China 1981/01/24 6.7 44 12 S
36 El Asnam (Ech Cheliff), Algeria 1980/10/10 6.9 36 0.8 R
37 Imperial Valley, California 1979/10/15 6.4 36 17 S
38 Coyote Lake, California 1979/08/06 5.8 14 11.9 S
40 Tabas, Iran 1978/09/16 7.4 90 1.3 R
41 Bob-Tangol, Iran 1977/12/19 5.8 19.5 4 S
42 Motagua, Nicaragua 1976/02/04 7.5 230 12 S
43 Luhuo, China 1973/02/06 7.5 90 14 S
44 San Fernando, California 1971/02/09 6.8 19 1.8 R
45 Tonghai, China 1970/01/04 7.2 60 2 S
46 Dasht-e-Bayaz, Iran 1968/08/31 7.1 80 5 S
47 Borrego Mtn, California 1968/04/09 6.6 33 6.7 S

*N, normal, S, strike slip, R, reverse.
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article), along with the references for all estimates. Events
considered for analysis come from AWS96 and Biasi and
Wesnousky (2016). Some AWS96 events were not used be-
cause uncertainties in one or more of the magnitude, length,
or slip-rate parameters were considered too large or too
poorly known to contribute to the parametric regressions.
Events in Biasi and Wesnousky (2016) were selected on
the basis of having a well-mapped surface rupture and non-
geologically estimated magnitude. Their list builds on the list
of fault ruptures of Wesnousky (2008) by adding more recent
events and by including surface ruptures newly documented
by geologic field work. Interested readers are referred to
these previous papers for further description of each event.
Overall, the database is heavily weighted toward surface-
rupturing earthquakes. Some events in Biasi and Wesnousky
(2016) were not included for lack of a resolved fault-slip rate,

or because their rupture lengths were too short. Events with
LE < 15 km were generally not included. The smallest pre-
ferred estimate of Mw is 5.7.

Earthquakes after 1900 were only included if some in-
dependent (nongeologic) means was available to estimate
magnitude. Moment estimates from waveform modeling
were preferred to body-wave magnitudes where both were
available. The six earthquakes prior to 1900 are particularly
well documented, as described in Ⓔ the electronic supple-
ment. Because LE is known for these events and the uncer-
tainty inMw introduced by uncertain depth of faulting is less
than 0.1, the measured slip in these events controls Mw. It
follows that estimating Mw from LE alone for these events
is not circular. The rupture length is normally taken as the
distance between the ends of primary coseismic surface rup-
ture. The sum of the lengths of overlapping traces may be

Table 2
Earthquakes from 1848–1967 Used in This Study

Event
Number Event Name

Event Date
(yyyy/mm/dd) Mw

Rupture
Length (km)

Slip Rate
(mm/yr) Mechanism*

48 Mudurnu Valley, Turkey 1967/07/22 7.3 80 18 S
49 Parkfield, California 1966/06/28 6.2 28 30 S
51 Alake Lake or Tuosuohu Lake or Dulan, China 1963/04/19 7.0 40 12 S
52 Ipak or Buyin-Zara, Iran 1962/09/01 7.0 100 1 R
53 Hebgen Lake, Montana 1959/08/18 7.3 25 0.5 N
54 Gobi-Altai, Mongolia 1957/12/04 8.1 260 1 S
55 San Miguel, Mexico 1956/02/14 6.6 20 0.3 S
56 Fairview Peak, Nevada 1954/12/16 7.1 46 0.14 N
57 Dixie Valley, Nevada 1954/12/16 6.6 47 0.5 N
58 Yenice–Gonen, Turkey 1953/03/18 7.3 60 6.8 S
60 Gerede-Bolu, Turkey 1944/02/01 7.3 155 18 S
61 Tosya, Turkey 1943/11/26 7.6 275 19 S
62 Tottori, Japan 1943/09/10 6.9 33 0.3 S
63 Niksar-Erbaa, Turkey 1942/12/20 6.8 50 19 S
64 Imperial Valley, California 1940/05/19 7.1 60 17 S
65 Erzincan, Turkey 1939/12/25 7.8 330 19 S
66 Tuosuo Lake, Huashixia, China 1937/01/07 7.6 150 11 S
67 Parkfield, California 1934/06/08 6.2 25 30 S
68 Long Beach, California 1933/03/10 6.4 22 1.1 S
69 Changma, China 1932/12/25 7.6 149 5 S
70 Fuyun, China 1931/08/10 7.9 160 0.3 S
71 North Izu, Japan 1930/11/25 6.9 28 2.4 S
72 Laikipia, Kenya 1928/01/06 6.8 38 0.18 N
73 Tango, Japan 1927/03/07 7.0 35 0.3 S
74 Luoho-Qiajiao (Daofu), China 1923/03/24 7.3 80 10 S
75 Haiyuan, China 1920/12/16 8.0 237 7 S
76 Pleasant Valley, Nevada 1915/10/03 7.3 61 0.1 N
77 Chon-Kemin (Kebin), Kazakhstan 1911/01/03 8.0 177 2 R
78 San Francisco, California 1906/04/18 7.9 497 21 S
79 Bulnay, Mongolia 1905/07/23 8.5 375 3 S
80 Laguna Salada, Mexico 1892/02/23 7.2 42 2.5 S
81 Rikuu, Japan 1896/08/31 7.2 40 1 R
82 Nobi/Mino-Owari, Japan 1908/06/28 7.4 80 1.6 S
83 Canterbury, New Zealand 1888/09/01 7.1 65 14 S
84 Sonora, Mexico 1887/05/13 7.2 101.8 0.08 N
85 Owens Valley, California 1872/03/26 7.4 110 3.5 S
86 Hayward, California 1868/10/01 6.9 61 8 S
87 Fort Tejon, California 1857/01/09 7.8 339 25 S
88 Marlborough, New Zealand 1848/10/16 7.5 134 5.6 S

*N, normal, S, strike slip, R, reverse.
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used as the length in the analysis (e.g., event 53, Hegben
Lake, 1959) where the overlapping portions were judged to
contribute materially to the moment release. Rupture lengths
based on aftershock distributions have generally been
avoided, with the exception of six moderate strike-slip
events, all in California. These were retained for continuity
with AWS96 and for support of the regressions at moderate
magnitudes. None control the results. Fault-slip rates are
taken from offsets of geologic features 10–100 ka in age,
where possible, to represent a stable recent slip-rate estimate.
Fault-slip rates from paleoseismic offsets of one or a few
individual earthquakes were avoided, because it is not clear
how that activity would relate to the longer term average slip
rate. Similarly, fault-slip rates from geodetic estimates were
avoided where possible because they measure the current-
day rate but may not represent the longer term average. Fault
creep effects were considered, but no corrections were at-
tempted in the database. First, creep is believed to affect only
a few percent or less of events, and at a fraction of the full slip
rate. Second, uncertainty in fault-slip rate will be seen below
to have little effect on the regression.

Figure 1 shows the cumulative number of earthquakes
used as a function of time. From 1954 to 2013, the rate of
usable events is relatively steady, about 0.9 events per year.
The rate is lower prior to ∼1954 suggesting that the earlier
historical record is less complete.

The earthquakes are separated into general categories of
strike-slip, normal, and reverse faulting. Figure 2 shows the
exceedance rates of considered earthquakes in each of these
categories as a function of magnitude, both combined and
separated by focal mechanism. To estimate the rates, the
number of earthquakes for each of the curves was divided
by 100 yrs. This is obviously an approximation, but consider-
ing Figure 1, the events prior to ∼1910 may roughly compen-
sate for the missing events since 1910. For instance, Figure 2
suggests that continental events that cause surface rupture with

Mw ≥7:0 have occurred at a rate of about 0:5 yr−1, or roughly
once every two years. The rates of strike-slip, reverse, and
normal mechanisms are about 0.4, 0.075, and 0:045 yr−1.
Rounded to the nearest 5%, this implies that about 75% of
those events were strike slip, about 15% had reverse mecha-
nisms, and about 10% had normal mechanisms.

Figure 3 shows maps with locations of all events, using
different symbols to distinguish among mechanisms. The in-
sets show more details on locations of events from the western
United States, the eastern Mediterranean region, and Japan.

Figure 4 plots the preferred slip rates versus the pre-
ferred rupture lengths. Figure 4a emphasizes the overall dis-
tribution of the data, while 4b highlights the 56 strike-slip
faults, 4c highlights the 13 reverse faults, and 4d highlights
the 11 normal faults. The combined data in Figure 4a are
distinctly upper triangular. The points along the diagonal as-
sociate an increase in fault length with an increase in fault-
slip rate, which in turn is likely a function of cumulative slip
(e.g., Wesnousky, 1988, 1999) that does not depend on the
mechanism. The data above the diagonal show that (1) the
entirety of long faults and fault systems does not always
break and that (2) small fast faults may exist. There are two
alternatives to explain the lack of long ruptures on faults with
low slip rates. The first could be purely statistical because
events in the lower right corner of the plot could be too rare
to be represented in the historical record. Alternatively, due
to what Perrin et al. (2016) call “the competition between
damage and healing processes,” faults with slow slip rates
might, during the interseismic period, be sufficiently affected
by differential healing, influences from adjacent faults, or
other processes that long ruptures on slow faults never occur.

Figure 4b–d emphasizes the data available to search for
slip-rate dependency for the three fault types. Figure 4b
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Figure 1. Cumulative number of events used in this analysis
(Tables 1 and 2), shown as a function of time. The color version
of this figure is available only in the electronic edition.
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Figure 2. Event rates, as a function of magnitude and event
types. The rates are estimated based on the approximation that
the data represent about 100 yrs of seismicity, as discussed in
the Data section. The color version of this figure is available only
in the electronic edition.
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shows a distribution of points spanning rupture lengths
mostly between 20 and 400 km and slip rates between 0.3
and 30 mm=yr. Rupture lengths for reverse faults (Fig. 4c)
range from 13 to 240 km although most are between 20 and
100 km. Slip rates for reverse faults are mostly between 0.4
and 4 mm=yr, with outliers at 0.005 and 12:9 mm=yr. Rup-
ture lengths and slip rates for normal faults (Fig. 4d) range
from 14 to 102 km and 0.08 to 2 mm=yr, but are unevenly
distributed within these limits.

Modeling Approaches

The effect of slip rate is tested against three model
shapes for the scaling relationship to confirm that it is not
an artifact of a particular assumption for how magnitude de-
pends on rupture length. The first M1 explores a linear re-
gression of Mw with the logs of length and slip rate:

EQ-TARGET;temp:intralink-;df1;55;107Mw � c0 � c1 logLE � c2 log
SF
S0

; �1�

in which LE is the rupture length (measured along strike) of a
specific earthquake; Mw is the reported moment magnitude
for the respective earthquake (Kanamori, 1977); SF is the slip
rate of the fault on which the earthquake occurred deter-
mined from geological observation; S0 is the average of the
logs of all slip rates in the data set being considered (e.g.,
strike-slip faults, normal faults, etc.); and c0, c1, and c2
are coefficients of regression to be determined. Mathemati-
cally, c0 trades off with −c2 log S0, which allows the param-
eter S0 to be rounded to two significant digits. In this model,
setting SF � S0 is mathematically equivalent to setting
c2 � 0 and thus also equivalent to the model approach used
by Wells and Coppersmith (1994) and others who estimate a
linear dependence of Mw on logLE without including the
slip rate on the fault. Two misfit parameters are considered.
The first σ1L is the standard deviation of the difference be-
tween observed and predicted magnitudes when c2 � 0, so
only LE is used to estimate Mw, while σ1S is the correspond-
ing standard deviation when the slip-rate term in equation (1)
is incorporated. A consequence of the assumed model M1 is
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Figure 3. Locations of events considered in this study. Open circles show locations of events with a strike-slip mechanism. Triangles
represent reverse events, and inverted triangles represent normal mechanisms.
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that unless c1 fortuitously equals 2/3, stress drop increases
for large earthquakes as a function of rupture length LE, re-
gardless of whether slip rate is included or not (Table A1).

The second M2 constrains the slope to give constant
stress drop for small and large earthquakes with a slope
change at the break-point magnitude Mbp. The stress drop
for small and large earthquakes is allowed to differ:

EQ-TARGET;temp:intralink-;df2;55;200Mw �
8<
:
Mbp � c1C log

�
LE
Lbp

�
� c2 log

�
SF
S0

�
LE < Lbp

Mbp � c1L log
�
LE
Lbp

�
� c2 log

�
SF
S0

�
LE ≥ Lbp;

�2�

in which c1C � 2 and c1L � 2=3 for rupture lengths that are
less than or greater than Lbp, respectively, the rupture length
where slope changes from 2 to 2/3. The three unknown
parameters in model M2 are Lbp the rupture length where the
slope changes from 2 to 2/3, Mbp the magnitude at that tran-
sition, and c2 which is again the sensitivity of magnitude to
fault-slip rate. Ruptures of length less than Lbp are consid-

ered to be a small earthquake and scale like a circular rupture
in Table A1, implying that constant stress drop occurs when
c1C � 2. An earthquake with rupture length greater than Lbp

is considered to be a large earthquake and corresponds to one
of the models for a long fault in Table A1 (depending on fault
mechanism), for which the value c1L � 2=3 results in con-
stant stress drop. However, equation (2) does not require the
stress drop for the small earthquakes to be the same as the
stress drop for large earthquakes. Equation (2) has the same
number of unknown parameters to be determined from the
data as equation (1). The two standard deviations of the mis-
fit for model M2 are σ2L and σ2S, which correspond directly
to the parameters σ1L and σ1S of model M1.

The third model M3 is derived from the model of Chin-
nery (1964) for a vertical strike-slip fault that ruptures the
surface. It is assumed that stress drop for the top center of
the fault in this model ΔτC is constant across all rupture
lengths and magnitudes:
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Figure 4. Rupture length–slip-rate distribution of the data in Tables 1 and 2. All points are shown combined in each part of the figure,
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EQ-TARGET;temp:intralink-;df3;55;733Mw �

8>><
>>:
2 logLE � 2

3
logΔτC � 2

3

�
log 2π

C2
LWC�γ�

− 16:1
�
� c2 log

�
SF
S0

�
LE
CLW

< Wmax

2
3
logLE � 2

3
logΔτC � 2

3

�
log 2πW2

max
C�γ� − 16:1

�
� c2 log

�
SF
S0

�
LE
CLW

≥ Wmax;
�3�

in which

EQ-TARGET;temp:intralink-;df4;55;652C�γ� � 2 cos γ � 3 tan γ −
cos γ sin γ�3� 4 sin γ�

�1� sin γ�2 : �4�

Details on the development of the model M3 equations are
provided in the Appendix. The value γ is the angle from the
top center of the fault to either of the bottom corners, that is,
tan γ � 2WE=LE, in which WE is the down-dip width of the
earthquake rupture. The model variables include four param-
eters. These are the aspect ratio of the fault for small ruptures
CLW � LE=WE, the stress drop ΔτC, the coefficient that
quantifies the slip-rate dependence c2, and the maximum
fault width Wmax. Equation (3) assumes that the aspect ratio
is constant for small earthquakes and that when the selected
aspect ratio in combination with LE implies a width greater
than Wmax the width is set to Wmax. For model M3, the two
standard deviations of the misfit are σ3L and σ3S, correspond-
ing to the parameters σ1L and σ1S of model M1. As written,
the coefficients of the term in logLE appear to be the same as
in model M2, but for the long ruptures, γ depends on LE, so
the term with C�γ� modifies the slope.

Model equations (1)–(3) require different strategies to
obtain their unknown coefficients. The simplest way to find
the unknown coefficients for equation (1) is using a linear
least-squares regression, which minimizes the misfit of the
prediction of Mw but does not account for uncertainties in
LE or SF. AWS96 approached this difficulty by carrying
out multiple regressions for points chosen at random within
the range of allowed values of all three parameters, and then
looked at the distribution of derived values of the coefficients
of the regression. Alternative approaches to find the coeffi-
cients, described variously as “total least squares” or “gen-
eral orthogonal regression” (e.g., Castellaro et al., 2006;
Castellaro and Bormann, 2007; Wikipedia article “Total
Least Squares,” see Data and Resources) were also consid-
ered for this analysis. The approach by AWS96 turned out to
give the least biased results for a set of synthetic data with an
uncertainty model that we considered to be realistic and con-
sistent with the actual data, so their approach is also used in
this study. The parameters for equation (1) were determined
from 10,000 realizations of the randomized earthquake
parameters to find the distributions of coefficients.

In implementing the AWS96 approach, Mw, LE, and SF
are chosen at random from the range of uncertainties given in
Ⓔ the electronic supplement. The probability distributions for
the randomized parameters reflect that uncertainty ranges are
not symmetrical around the preferred value. The preferred
value is set to be the median. As an example, the probability
distribution for the ith randomized value of LE is as follows:

EQ-TARGET;temp:intralink-;df5;313;664p�LE� �
� 1

�Lpref
E −Lmin

E � �caseA�
1

�Lmax
E −Lpref

E � �caseB�; �5�

in which case A has probability of 0.5, case B has probability
of 0.5, Lmin

E and Lmax
E are the minimum and maximum of the

range on the rupture length, respectively, and Lpref
E is the pre-

ferred value. The seismic moment and slip rate are randomized
using the same algorithm, andMw is found from the random-
ized moment. The standard deviations of the misfit σ1L
and σ1S are the average values from the multiple realizations.

Equation 2 has the additional complication of being
nonlinear in Lbp. We approach the solution by reorganizing
equation (2) as

EQ-TARGET;temp:intralink-;df6;313;499Mbp � c2 log
�
SF
S0

�
� Mw − c1x log

�
LE

Lbp

�
; �6�

in which c1x is either c1C or c1L depending on LE. Assuming
a value for Lbp, it is straightforward to find the unknown co-
efficients Mbp and c2. We considered a set of closely spaced
values of Lbp from the smallest to the longest rupture length
in the data, and choose the value with the smallest total mis-
fit. For each trial value of Lbp, we solved for the unknown
coefficients 10,000 times with values of Mw, LE, and SF
randomized as in equation (5), and our preferred model is
the mean of the coefficients from the multiple realizations.

Model M3 (equation 3) has four unknown parameters, in
which the effects of CLW and Wmax are nonlinear (Fig. A1).
For this reason, a grid of values of CLW and Wmax was
searched; there were 506 points on this grid. For each grid
point, ΔτC and c2 were determined by linear least squares for
10,000 randomly chosen realizations ofMw, LE, and SF. The
average values of ΔτC and c2 were found from the distribu-
tions of these realizations, together with the average values of
σ3L and σ3S. This permitted creating a contour plots of σ3L
and σ3S as a function of the trial values of CLW and Wmax.
The minima in σ3L and σ3S did not generally occur for the
same combinations of CLW and Wmax. Because the results of
model M3 might potentially be used for faults where slip rate
is unknown, we minimized σ3L. The minimum in σ3L is
broad compared with the grid spacing of CLW and Wmax, so
the values that are used come as near as possible, within the
minimum of σ3L, to minimize σ3S as well. The grid limits
considered the maximum fault widths from 10 to 20 km for
strike-slip faults, whereas for reverse and normal faulting the
grid limits considered the maximum fault widths from 18 to
30 km. The larger widths were considered because of the
suggestions of King and Wesnousky (2007), Hillers and
Wesnousky (2008), and Jiang and Lapusta (2016) that a dy-
namic rupture in a large earthquake might reasonably extend
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deeper than the brittle crustal depths associated with micro-
earthquakes.

Analysis Results

Figures 5–7 show results for models M1–M3, respec-
tively, for strike-slip, reverse-, and normal-faulting earth-
quakes. For each mechanism, the curve in the upper frame
shows predicted values of magnitude M̂w for SF � S0. The
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Figure 5. Model M1 (equation 1) for (a) strike-slip, (b) reverse,
and (c) normal faults. For each mechanism, the upper frame shows
Mw plotted as a function of LE. Points are all the preferred values, as
given in Tables 1 and 2. Solid points represent low slip-rate faults.
The solid line uses coefficients given in Table 3 for SF � S0. The
lower frame shows the residuals δMw of the points in the upper
frame from the solid line. The line in the lower frame shows the
predicted effect of SF based on the coefficients in Table 3, that
is, δMw � c2 log�SF=S0�. For strike-slip faults, the significant ef-
fect of fault-slip rate is seen in the clear separation of low and high
slip-rate faults in the upper panel, and the negative slope of the fit to
the residuals in the lower panel. For reverse and normal faults, the
sparse data suggest a different trend in the residuals, indicating that
mixing the three mechanism types is not appropriate.
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lower frame shows the residuals from this prediction,
defined as

EQ-TARGET;temp:intralink-;df7;55;149δMwi � Mwi − M̂wi; �7�

for each considered earthquake, and the solid line is given by
δMw � c2 log�SF=S0�. Model coefficients and uncertainties
in estimates of Mw for models M1–M3 are given in
Tables 3–5, respectively.

Model M1: The Linear Model

The parameters for the linear models are given in
Table 3. Figure 8 shows the distribution of coefficients found
for 10,000 trials for strike-slip faults. The widths of these
distributions are used to estimate the uncertainty in each
coefficient. The coefficients c0, c1, and c2 are found simul-
taneously, as opposed to a possible alternative approach, in
which c0 and c1 could be found first, and then c2 is deter-
mined by a second independent linear fit to the residuals.

For strike-slip events, which dominate the data,
c2 � −0:198� 0:023 (Fig. 5a) so δMw is observed to be a
decreasing function of slip rate, similar to AWS96. The data
with a reverse mechanism support δMw increasing, rather
than decreasing, with increased slip rate (Fig. 5b), whereas
for the events with a normal mechanism the slip-rate depend-
ence of δMw is not distinguishable from zero (Fig. 5c).
Considering the distribution of slip-rate data for reverse
faults in Figure 5b, it may be observed that the finding of
slip-rate dependence is the result of mainly a single outlier,
the Marryat earthquake (Mw 5.8, event number 28 in Table 1)
which is reported to have a slip rate of 0:005 mm=yr. Intra-
continental events are included considering, based on
Byerlys law, that the physics of rupture of crystalline rocks
within the range of typical crustal compositions is not,
a priori, different merely because the fault is located far from
a plate boundary or that rock type might be different (e.g.,
Byerlee, 1978; Scholz, 2002). Also, the Marryat Creek event
tends to decrease the slip-rate dependence of δMw, as a
consideration of the remaining points would reveal.
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Figure 7. Model M3 (equation 3) for (a) strike-slip, (b) reverse,
and (c) normal faults. Coefficients for the lines are given in Table 5.
Other figure details are the same as in Figure 5.

Table 3
Coefficients for Model M1, Use in Equation (1), the Different
Fault Types Considered Separately, and Earthquakes Listed in

Tables 1 and 2

Parameter Strike Slip Reverse Normal

c0 4.73 ± 0.062 5.12 ± 0.11 5.25 ± 0.18
c1 1.30 ± 0.031 1.15 ± 0.065 1.02 ± 0.12
c2 −0.198 ± 0.023 0.264 ± 0.036 −0.115 ± 0.109

S0 (mm/yr) 4.8 1.1 0.25
σ1L 0.241 0.322 0.318
σ1S 0.211 0.238 0.303

Table 4
Coefficients for Model M2, Use in Equation (2), the Different
Fault Types Considered Separately, and Earthquakes Listed in

Tables 1 and 2

Parameter Strike Slip Reverse Normal

Lbp 73.8 ± 9.4 46.4 ± 6.4 24.3 ± 1.10
Mbp 7.38 ± 0.070 7.23 ± 0.091 6.80 ± 0.031
c2 −0.176 ± 0.031 0.169 ± 0.042 −0.107 ± 0.091

S0 (mm=yr) 4.80 1.1 0.25
σ2L 0.238 0.281 0.289
σ2S 0.215 0.253 0.277
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Nonetheless, the positive slope of δMw in Figure 5b for
reverse faulting is not a robust result.

Considering Figure 5, the results for the linear model pro-
vide an indication that it is not appropriate to combine differ-
ent fault mechanisms in this type of regressions. The AWS96
model from all rupture mechanisms was Mw � 5:12�
1:16 logLE − 0:20 log SF, which is only slightly different
from the strike-slip case in Figure 5a. That result is consistent
with the AWS96 model being dominated by strike-slip earth-
quakes, and thus demonstrates continuity with the previous
study. However, results here separated by mechanism indicate
that the slip-rate dependence in AWS96 is controlled by the
behavior of strike-slip earthquakes, and not much affected by
the normal mechanisms that show little or no slip-rate depend-
ence, and the reverse mechanisms that potentially show a
different dependence. Suppose as a thought experiment that
the dip-slip cases have no slip-rate dependence, or in other
words, that the variability with slip rate is pure noise. A strong

strike-slip case plus some noise will still resolve to a decently
significant trend even though we added only noise. In apply-
ing the combined regression to dip-slip faults, we may be pro-
jecting back from the strong case into the noise, and saying
things about future dip-slip earthquake expectations that are
not likely based on the available data.

Model M2: The Bilinear Model

Table 4 gives estimated coefficients for model M2
(equation 2), and Figure 6 illustrates the fit to the data. With-
out the slip-rate adjustment, the bilinear model fits the
observed magnitudes as well or better than the linear model
M1, as shown by similar or smaller values of σ2L than the
corresponding values of σ1L. The results again show a
dependence of magnitude on slip rate for strike-slip faults
(Fig. 6a) but not dip-slip faults (Fig. 6b,c). The value of σ2S
is comparable to σ1S for the strike-slip case but larger for the
dip-slip faults. For the strike-slip case, the fit to the data in
Figure 6a is better at large rupture lengths than in Figure 5a.

Model M3: The Constant Stress-Drop Model

Parameters for model M3 are given in Table 5, and the fit
to the data is illustrated in Figure 7. Some features of Figure 7
are noteworthy. For the strike-slip case, the points for faults
with low slip rates (solid points) are mostly above the aver-
age model, whereas points with high slip rates (open circles)
are mostly below the average. This slip-rate dependence is
reinforced in the lower frame of Figure 7a, where the slope
of the linear fit to the residuals is more than five standard
deviations of the slope different from zero. The variance re-
duction by the addition of the slip-rate term is statistically
significant with 80% confidence, based on the F-test. The
same remarks apply for models M1 (Fig. 5) and M2 (Fig. 6).

The strike-slip case in Figure 7a uses Wmax � 15 km,
whereas Table 5 gives model M3 parameters for
Wmax � 20 km as well. The data do not prefer either of these
two models, as the curves and the misfits characterized by
σ3L and σ3S are barely distinguishable, so the plot for the
Wmax � 20 km model is not shown. For the 20 km wide
strike-slip case, both σ3L and σ3S are smaller than the equiv-
alent uncertainties in models M1 or M2. Although this im-
provement is small and statistically insignificant, it is

encouraging that a model with constant
stress drop achieves this result. Hanks
and Bakun (2014) discussed the difficul-
ties associated with several scaling models
for long strike-slip faults, which fit the lon-
gest earthquakes either by increasing the
rupture width by penetrating into the crust
below the depths of microearthquakes or
by increasing the stress drop. Although
Hanks and Bakun (2014) consider the
deep penetration of strike-slip faults below
the depth of microearthquakes to be
unlikely, we provide both models. Recent

Table 5
Coefficients for Model M3, Use in Equation (3), the Different Fault Types

Considered Separately, and Earthquakes Listed in Tables 1 and 2

Parameter Strike Slip (15 km) Strike Slip (20 km) Reverse Normal

ΔτC (bars) 24.9 ± 1.1 15.3 ± 0.7 10.6 ± 0.7 14.0 ± 1.5
CLW 3.8 2.9 1.4 1.2
Wmax (km) 15 20 30 18
c2 −0.170 ± 0.029 −0.174 ± 0.029 0.144 ± 0.027 −0.056 ± 0.095
S0 (mm=yr) 4.8 4.8 1.1 0.25
σ3L 0.236 0.235 0.281 0.312
σ3S 0.214 0.210 0.255 0.305

c
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Figure 8. Coefficient distributions for the linear strike-slip
model (M1, equation 1). The bar chart shows number of occur-
rences of parameter values among 10,000 realizations for randomly
selected values of Mw, LE, and SF within the uncertainty range of
each. The solid gray line shows the mean value of each parameter.
The dashed gray line shows the value found for the preferred value
ofMw, LE, and SF for each earthquake. The clear negative value of
c2 corresponds to decreasing relative magnitude predictions with
increasing slip rate.
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studies that favor deep penetration include Graves and Pit-
arka (2015) based on experience in modeling ground mo-
tions near the fault and Jiang and Lapusta (2016) based
on the seismic quiescence of the ruptures of past large earth-
quake such as the 1857 earthquake on the San Andreas fault.

The ability to model the data using equation (3) unfortu-
nately does not resolve the “no high stress drop/no deep slip
enigma” articulated by Hanks and Bakun (2014), but rather
pushes it into issues with the aspect ratio and the absolute
value of the constant stress drop. The Wmax � 15 km model
uses a large aspect ratio of CLW � 3:8, compared with
CLW � 2:9 for the Wmax � 20 km model, or 2.4 at the
transition to fix the width of 15 km in the Hanks and Bakun
(2014) model. The higher aspect ratio for theWmax � 15 km
model would also imply that earthquakes such as theMw 6.6
Superstition Hills event (number 25) or theMw 6.2 Parkfield
1966 event (number 49) only penetrate from the surface
to about 7 km depth. Also, the stress drop for the Wmax �
15 km model is rather high, ΔτC ≈ 25 bars, considering that

this corresponds to ΔτS ≈ 50 bars (see the Appendix) in the
more frequently used model of Kanamori and Anderson
(1975). We suggest that variability of the aspect ratio must
contribute to the uncertainties in these scaling relations at the
lower magnitudes.

For the reverse-faulting data, we considered values of
Wmax up to 30 km because reverse faults can have low dips,
and that upper limit is the preferred value. For normal faulting,
we only considered the values of Wmax > 18 km, because
constrained observations of normal faults imply that the fault
width can be that wide (e.g., Richins et al., 1987). For model
M3 to fit the sparse normal-faulting data as well as model M2,
we would need to use a much smaller value of Wmax.

Comparisons

Figure 9 compares the models for the three different
types of mechanisms. Models M2 and M3 tend to resemble
each other most closely, whereas model M1, being linear,
tends to give larger magnitudes for long and short faults
but smaller magnitudes in the center of the length range.

Discussion

The larger data set modeled here compared with AWS96
expands our understanding of slip-rate dependence for the
scaling of magnitude and rupture length. Improvements in
estimates of the magnitudes of earthquakes are realized with
slip-rate dependence for strike-slip faults for all three models
considered here. Thus, the slip-rate dependence in this case is
not an artifact of the underlying scaling model. The distribu-
tion of data in LE − SF space (Fig. 4b) gives further reason
for confidence in the strike-slip case. On the other hand, indi-
vidual models for reverse and normal faulting have, at best,
an equivocal place for slip-rate dependence. This again is
consistent with the uneven distribution of data on the plots
of LE − SF in Figure 4c,d. For models M1 and M2 of the
normal-faulting events, but not for model M3, the sign of
slip-rate dependence agrees with the strike-slip case. Thus,
normal faulting could have slip-rate dependence nudging es-
timates toward smaller magnitudes for higher slip-rate faults
but lacks sufficient data to prove it. The reverse-faulting
events disagree even at the sign of the effect. The disagree-
ment is present whether we retain either or both of the ap-
parent outliers in Figures 5–7. Thus, based on the current
data, we do not find support for the general reduction of mag-
nitude with slip rate implied by the combined set regression
of ASW96. It appears that the strength of the slip-rate effect
among strike-slip events and their sheer numbers relative to
dip-slip events overwhelm the ambiguous (normal) and con-
trary (reverse) data, leading to an apparently general slip-rate
relationship among all data. Thus, our new data set contrib-
utes to the understanding that slip-rate dependence is domi-
nantly a strike-slip fault effect that is not inconsistent with
normal faulting, and not apparently consistent with reverse
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mechanism fault rupture. The data available to AWS96 did
not permit this distinction.

If we are guided by studies of earthquake source
physics, model M3 may be preferable to models M1 or M2.
Specifically, the advantage would be the constant stress drop
of earthquakes over the full range of magnitudes, consistent
with, for example, Allmann and Shearer (2009). The slope of
the linear model M1 with rupture length implies that stress
drop increases significantly with rupture length for large
earthquakes. The slopes of the bilinear model M2 are con-
sistent with simple models for scaling with constant stress
drop in the small and large earthquake domains, but the stress
drops in the two domains are different. In addition, because
the buried circular rupture model by construction does not
reach the surface, its applicability to the short ruptures of
model M2 is not obvious.

Constant stress-drop model M3 has the important ad-
vantage compared with dislocation models in an unbounded
space in that it is explicitly designed for surface-rupturing
earthquakes. For this reason, we might expect that it will per-
form well where magnitude scaling is required for calcula-
tion of synthetic ground motions (e.g., Goulet et al., 2015).
The Chinnery (1964) model has uniform slip with a singu-
larity of stress drop near its edges, which enables a closed-
form solution. Stress drop in actual earthquakes is a variable
function of location on the fault, so single values are always
averages. The Chinnery (1964) approach is probably as rea-
sonable as others. The application of the same functional
form for dip-slip earthquakes is entirely ad hoc, of course.
Although it is more complicated, its consistency with a
physical model with a constant stress drop commends it
as a preferred regression. Compared with the better-known
equations summarized by Kanamori and Anderson (1975),
the stress-drop parameter in this model is smaller, emphasiz-
ing that average stress-drop estimates are model dependent.

The adjustment that decreases magnitude for high-slip-
rate strike-slip faults implies that the stress drop on those
faults is lower than on faults of the same length with lower
slip rate. The finding is consistent with the observations of
Kanamori and Allen (1986) and Scholz et al. (1986) that a
longer healing time results in a larger stress required to ini-
tiate rupture and thus a higher stress drop. For normal or re-
verse faulting, the slip-rate dependence is low, and the slip-
rate coefficient c2 is indistinguishable from zero. The find-
ings suggest that, if c2 is not zero for these cases, then c2 is
positive for reverse-faulting earthquakes. This is contrary to
the hypothesis of Kanamori and Allen (1986). We suggest
that if this positive slope is confirmed with added data, the
physical mechanism may be related to the dynamics of rup-
ture. For a reverse fault, the dynamic stresses on a rupture
propagating up-dip are tensile as rupture approaches the sur-
face, so the coefficient of friction or cohesion on the fault is
less relevant.

There are a number of future studies that should be per-
formed to improve upon the results presented here. The first
is to examine the consistency of the models, and especially

model M3, with the observed fault displacement. If the re-
sults, based on the definition of seismic moment (equa-
tion A2), agree with seismic data, the scaling relationship
presented here would be an alternative to the self-consistent
scaling model of Leonard (2010, 2014) for earthquakes in
continental crust.

The second issue that deserves attention is handling
multisegment faults. We consider, for instance, the 1905 Bul-
nay, Mongolia, earthquake, which is the strike-slip point in
Figures 5–7 at 375 km andMw 8.5. The 375 km length is the
distance from one end of the rupture to the other, and does
not include a spur fault in between that is 100 km long. This
event points out that the standard deviations σxL and σxS for
all three models include the potential presence of spur or sub-
parallel faults that do not increase the total end-to-end length
of the rupture. Several other faults in Tables 1 and 2 have
similar issues. A better understanding of how seismic mo-
ment is distributed on multiple segments and fault splays,
as well as how best to measure the lengths of multiple seg-
ment ruptures and how to recognize these features ahead of
the earthquake would help to reduce uncertainties in future
studies of scaling relations. If the result is different from the
approach used by Uniform California earthquake rupture
forecast, v. 3 (UCERF3), it could have a direct impact on
future seismic-hazard analyses.

Conclusions

The primary question asked by this research is if the in-
troduction of slip rate on a fault helps to reduce the uncer-
tainties in estimates of magnitude from observations of
rupture length. We find that such a slip-rate dependence is
reasonably well established for strike-slip cases: as the slip
rate increases for any given fault length, the predicted mag-
nitude tends to decrease. This result is robust in the sense that
the slope of the residuals with slip rate is significantly differ-
ent from zero, and the variance reduction is modestly signifi-
cant for all three of the considered models relating rupture
length and magnitude. For reverse- and normal-faulting
mechanisms, on the other hand, our data do not demonstrate
the presence of a significant slip-rate effect in the relationship
between rupture length and magnitude. Compared with
original results in AWS96, we now suggest slip rate be in-
cluded only for strike-slip faults.

The constant stress-drop model presented here has po-
tential for progress on a standing difficulty in ground-motion
modeling of an internally consistent scaling of magnitude,
length, down-dip width, and fault displacement. Current re-
lations in which magnitude scales with length or area lead to
unphysical stress drops or unobserved down-dip widths, re-
spectively. By working from the model of Chinnery (1964),
our constant stress-drop model has the advantage of starting
with realistic physics including the stress effects of surface
rupture. Work remains to be done in comparing displace-
ments predicted from our model with observations, but
the fact that it fits the current magnitude-length-slip-rate data
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as well or a bit better than the linear and bilinear models sug-
gests that the constant stress-drop model is preferable to
models that do not have this feature.

Data and Resources

The article “Total least squares” is available at https://en.
wikipedia.org/wiki/Total_least_squares (last accessed Febru-
ary 2015).
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Appendix

Fault-Scaling Relations

Basics

This article proposes models to estimate the moment
magnitude of earthquakes based on observed surface rupture
lengths and slip rates. The moment magnitude definition that
we use is implicit in Kanamori (1977):

EQ-TARGET;temp:intralink-;dfa1;55;231Mw � 2

3

�
logM0 − 16:1

�
: �A1�

The units of seismic moment M0 are dyn·cm in equa-
tion (A1). This definition differs slightly from the equation
used by Hanks and Kanamori (1979) but is the equation
recommended for seismic network operations by the
International Association of Seismology and Physics of
the Earth’s Interior since 2005 (see Bormann et al., 2005,
2013; Bormann and Di Giacomo, 2011; and references
therein), and thus is the relationship used by most seismic
networks throughout the world. The seismic moment is de-
fined as

EQ-TARGET;temp:intralink-;dfa2;313;733M0 � μAE
�DE � μLEWE

�DE; �A2�
in which μ is the shear modulus, AE is the fault area ruptured
in the earthquake, and �DE is the average slip over that area.
For a fault that is approximately rectangular AE � LEWE, in
which LE is the rupture length measured along strike andWE

is the down-dip rupture width.
Substituting equation (A2) into (A1), one obtains (for

cgs units)

EQ-TARGET;temp:intralink-;dfa3;313;626Mw � 2

3
logLE � 2

3
logWE � 2

3
log �DE � 2

3
�log μ − 16:1�:

�A3�
This justifies the models that relate magnitude to the log of
fault length, width, and mean slip. Slopes different from 2/3
result from correlations among the fault parameters LE, WE,
and �DE. Wells and Coppersmith (1994) found that the model

EQ-TARGET;temp:intralink-;dfa4;313;520Mw � c1 logLE � c0 �A4�
predicts magnitude from rupture length with a standard
deviation of the misfit σ1 � 0:28.

The possible dependence of stress drop or magnitude on
slip rate was recognized by Kanamori and Allen (1986) and
Scholz et al. (1986). With the addition of the slip-rate term,
equation (A4) becomes, used by Anderson et al. (1996; here-
after, AWS96):

EQ-TARGET;temp:intralink-;dfa5;313;403Mw � c0 � c1 logLE � c2 log SF: �A5�
Testing for a logarithmic dependence on the geological fault-
slip rate SF can be motivated by findings in Dieterich (1972).
In this article, equation (A5) is equivalent to model M1.

Constant Stress-Drop Scaling

The static stress drop ΔτS is the average decrease in the
shear stress acting on the fault as a result of the earthquake
and is proportional to the ratio of average slip to a fault di-
mension. Seismic observations have found that the average
value of ΔτS is approximately constant (∼4 MPa, ∼40 bars)
over a broad range of earthquake magnitudes (e.g., Kanamori
and Anderson, 1975; Allmann and Shearer, 2009), although
there is considerable scatter in these data. Seismic moment,
and thus Mw through equation (A1), can be expressed as a
function of fault dimension and stress drop, as recognized by
Kanamori and Anderson (1975). Selected models are sum-
marized in Table A1.

The equations in Table A1 indicate that constant stress
drop implies the slope c1 � 2:0 for small faults (first case 1)
when LE is equated to the diameter of the circular fault and
c1 � 2=3 for long faults (second and third cases). These ob-
servations motivate a bilinear approach to fit the data, which
is model M2 in this article. The bilinear approach is formu-
lated as follows:
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EQ-TARGET;temp:intralink-;dfa6;55;592

Mw�Mbp�c1C log
�
LE

Lbp

�
�c2 log

�
SF
S0

�
LE<Lbp

Mw�Mbp�c1L log
�
LE

Lbp

�
�c2 log

�
SF
S0

�
LE≥Lbp; �A6�

in which the length Lbp is the length at which the length
dependence of the scaling relationship changes from the
small fault model with slope c1C � 2 to the long fault model
with slope c1L � 2=3. The slip rate S0 is a reference slip rate
which can be chosen arbitrarily, but is conveniently chosen to
be the log average slip rate in the data, so that setting
SF � S0 gives the best fit when slip rate is unknown. The
constant Mbp is the magnitude corresponding to a fault with
length LE � Lbp and slip rate SF � S0. Equation (A6) has
three unknown coefficients (Mbp, Lbp, and c2), which is
the same number as in equation (A5).

However, there are issues with the applicability of the
equations in Table A1. The foremost, for the long faults, is
the width of the seismogenic zone. Table A1 shows that WE

is twice as influential as the fault length, so it needs to be
considered carefully. One approach to estimate this width
is to use the maximum depth of microearthquakes. By this
approach, for strike-slip earthquakes the maximum depth of
microearthquakes equates directly to an estimate of the fault
width, whereas for a reverse or normal fault the dip is incor-
porated. The problem is that the maximum depth of seismo-
genic rupture in large earthquakes is difficult to observe.
King and Wesnousky (2007) discuss this difficulty and
present arguments for why the down-dip width might be
larger in large earthquakes, at least up to some limit greater
than that inferred from the depth range of small earthquakes,
because rocks below the depths of mircoearthquakes might
experience brittle failure under high strain rates. If the width
increases in general for long ruptures, stress drop is no longer
as high for these events because stress drop is inversely pro-
portional to WE, and furthermore the slope c1 can no longer
be reliably constrained by the models in Table A1. King and
Wesnousky (2007) propose that this explains the proposal by
Scholz (1982) that slip in large earthquakes is more nearly
proportional to rupture length than to rupture width.

Another issue is that the first equation in Table A1 as-
sumes that the circular fault is confined within the Earth and
thus neglects free surface effects, while by definition all of
the events considered in this study rupture the surface. This

motivates the development of the model
that is described in the next section.

Relations Based on Chinnery (1964)

Chinnery (1963, 1964) calculated a
stress drop for a rectangular strike-slip
fault that ruptures the surface. Unlike
the circular slip model, the free surface
in the Chinnery model is present for small
earthquakes. His equations assume a uni-
form slip on the fault. Thus, the stress drop

is variable over the fault and becomes singular at the edge of
the fault. His equations give the stress drop on the surface at
the midpoint of the rupture. Numerical solutions in Chinnery
(1963) show relatively uniform stress drop over large por-
tions of the fault. Chinnery (1963) thus suggests that the re-
sults are valid to represent the fault stress drop so long
because the zone of slip fall-off is much smaller than the area
of the fault. The key advantage provided by this approach is
to provide a useful analytical solution.

For the rectangular fault with length LE, width WE, and
aspect ratio CLW � LE=WE, the stress drop in the Chinnery
model ΔτC at the midpoint at the surface is

EQ-TARGET;temp:intralink-;dfa7;313;451ΔτC � μ �DE

2π
C1�Lh;WE�; �A7�

in which

EQ-TARGET;temp:intralink-;dfa8;313;408C1�Lh;WE� �
�
2Lh

aWE
� 3

Lh
−
Lh�3a� 4WE�
a�a�WE�2

�
: �A8�

Note that Lh � LE=2 and a � �L2
h �W2

E�1=2. Observe that
C1 has dimensions of 1=length, and thus C−1

1 is effectively
the fault dimension that is used for calculating the strain. In
other words, the strain change in the earthquake is ∼ �DEC1.
An equation for the seismic moment can be obtained by solv-
ing equation (A7) for �DE and substituting in equation (A2).
The result is

EQ-TARGET;temp:intralink-;dfa9;313;281M0 � 2πΔτC
LEWE

C1�Lh;WE�
�A9�

and thus

EQ-TARGET;temp:intralink-;dfa10;313;236Mw�
2

3
logLE�

2

3
logΔτC�

2

3
log

2πWE

C1�Lh;WE�
−

2

3

� �
16:1:

�A10�
Additional insight into the geometrical term can be obtained
by observing that a is the length of the diagonal from the mid-
point of the fault at the surface to either of the bottom corners.
If the dip of this line is γ, then tan γ � WE=Lh � 2=CLW ,
Lh � a cos γ, WE � a sin γ, and one can rewrite

EQ-TARGET;temp:intralink-;dfa11;313;120C1�Lh;WE� �
1

WE
C�γ�; �A11�

in which

Table A1
Models from Kanamori and Anderson (1975) for the Relationship of Fault Size,

Stress Drop, and Mw

Case M0 Implied Magnitude Relations*

Buried, circular 16
7
ΔτSR3

E Mw � logAE � 2
3
logΔτS � 3:0089

If LE � 2RE:Mw � 2 logLE � 2
3
logΔτS � 2:904

Strike slip, long π
2
ΔτSW2

ELE Mw � 2
3
logLE � 4

3
logWE � 2

3
logΔτS � 3:1359

Dip slip, long π�λ�2μ�
4�λ�μ� ΔτSW

2
ELE Mw � 2

3
logLE � 4

3
logWE � 2

3
logΔτS � 3:3141

*AE � πR2
E, fault area in km

2; RE, fault radius;WE, fault width; and LE, fault length in km, and
ΔτS, stress drop in bars.
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EQ-TARGET;temp:intralink-;dfa12;55;733C�γ� � 2 cos γ � 3 tan γ −
cos γ sin γ�3� 4 sin γ�

�1� sin γ�2 : �A12�

Thus, one can rewrite equation (A7) as

EQ-TARGET;temp:intralink-;dfa13;55;686ΔτC � C�γ�
2π

μ
�DE

WE
: �A13�

Solving equation (A13) for �DE and substituting into equa-
tion (A2) gives the moment of a vertical strike-slip fault that
ruptures the surface as

EQ-TARGET;temp:intralink-;dfa14;55;607M0 �
2π

C�γ�ΔτCLEW2
E: �A14�

Because γ, and thus C�γ�, depends on the fault aspect ratio,
equations (A9) or (A14), can be used to model a transition
from small-earthquake behavior (e.g., the circular fault in
Table A1) to a long-fault behavior. This article, similar to
Hanks and Bakun (2002), maintains a constant aspect ratio as
the fault length increases, until that aspect ratio implies that the
fault width would exceed some maximum. For longer faults,
the width is set to that maximum. Before reaching that maxi-
mum, γ and C�γ� are constant, and

EQ-TARGET;temp:intralink-;dfa15;55;460M0 �
2π

C�γ�ΔτC
L3
E

C2
LW

LE

CLW
< Wmax: �A15�

For longer faults, for which the width is limited, equa-
tion (A14) becomes

EQ-TARGET;temp:intralink-;dfa16;55;388M0 �
2π

C�γ�ΔτCLEW2
max

LE

CLW
≥ Wmax: �A16�

In this case, as the fault length increases while width is held
constant, γ will be decreasing. For the limit of small γ (roughly
γ ≲ 25°), equation (A12) shows that C�γ� → 2, so equa-
tion (A9) approaches

EQ-TARGET;temp:intralink-;dfa17;55;295M0 � πΔτCLEW2
max: �A17�

Equation (A17) differs from the second case in Table A1 for
the long strike-slip fault by a factor of 2 (ΔτS � 2ΔτC), in
which the difference is due to the different boundary condi-
tions used for the two solutions at depth.

From equations (A15) and (A16), converting to magni-
tude, the implied scaling relationship based on the Chinnery
model is

EQ-TARGET;temp:intralink-;dfa18;55;181Mw�
8<
:
2logLE�2

3
logΔτC�2

3

�
log 2π

C2
LWC�γ�

−16:1
�

LE
CLW

<Wmax

2
3
logLE�2

3
logΔτC�2

3

�
log2πW

2
max

C�γ� −16:1
�

LE
CLW

≥Wmax:

�A18�
Equation (A18) will be the third model M3 considered in
this study, with the addition of a slip-rate contribution
�c2 log�SF=S0�, to the two branches of the equation. The

unknown parameters in model M3 are ΔτC, CLW , Wmax,
and c2. Thus, this model has four parameters to be deter-
mined, compared with three parameters in models M1 and
M2. Figure A1 shows the effect of the three parameters
ΔτC, CLW , and Wmax on magnitude predictions. The stress
drop scales the entire curve upward. The aspect ratio CLD

adjusts the level of the magnitude for short rupture lengths.
The maximum width affects the curvature and how rapidly
the curve approaches the asymptotic slope of �2=3� logLE

for long rupture lengths.

Other Models and Considerations

Sato (1972) overcomes the singularity introduced by
Chinnery (1963, 1964) by assuming a smooth ad hoc slip
function on a finite rectangular/elliptical-shaped fault, and
for that function, calculating the average stress drop resulting
from that slip function. Although the results are informative
for source physics studies, the major disadvantages of this
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Figure A1. Model for Mw based on the Chinnery (1964) scal-
ing as given in equation (A18). (a) Effect of changing the stress drop
ΔτC. (b) Effect of changing the aspect ratio of the fault. (c) Effect of
changing the limiting rupture width Wmax.
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approach for our application are that the fault is embedded in
a whole space, and there is no analytical solution comparable
to equation (A7). Rather, the geometrical factor equivalent to
C�γ� can be computed numerically using equations in Sato
(1972) or read from a figure in the paper. Considering these
limitations, this model was not considered further.

Shaw and Scholz (2001) and Shaw and Wesnousky
(2008) implement a numerical model for fault slip in a
half-space with depth-dependent friction. They examine
the statistics of events that rupture the surface. These papers
are interesting for the finding that large surface-rupturing
events also slip below the brittle crustal depths. The scaling
found in the model has properties similar to the scaling in the
Chinnery model. However, the scaling relationship that they
determine has an ad hoc shape, and thus we preferred the
analytical functional form of equation (A18). The physics-
based solution of Chinnery was also preferred to a related
constant stress-drop model by Shaw (2009). This model pro-
poses three regimes of magnitude scaling from length based
on intermediate length–width–displacement–scaling rela-
tions and heuristic arguments for transitions between them.

Rolandone et al. (2004) found some empirical evidence
that might be interpreted to support the penetration of rupture

below the brittle seismogenic layer in large earthquakes.
They found that the maximum depth of aftershocks of the
Landers earthquake were deeper immediately after the
mainshock, and then the maximum depth returned to pre-
earthquake levels over the next few years. This might be
explained by high strain rates in the uppermost part of the
ductile crust, as high strain rates favor brittle failure. How-
ever, postseismic strain rates in that depth range would be
high even if seismic rupture of the mainshock did not extend
that deep, so these observations allow, but do not require,
dynamic rupture below the long-term average depth of
microearthquakes.

Nevada Seismological Laboratory
University of Nevada
Reno, Nevada 89557
jga@unr.edu
stevew@seismo.unr.edu

Manuscript received 21 November 2016;
Published Online 7 November 2017

Fault-Scaling Relationships Depend on the Average Fault-Slip Rate 2577

－127－
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Obtained from Microtremor H/V Spectral
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Abstract
Our ultimate goal is to develop synthetic seismograms that outperform

ground motion prediction equations through incorporation of the physics
of wave propagation. The present model uses synthetic Green’s functions
generated for flat-layered geological structure. We test four generations of
velocity models to generate synthetics for the M5.8 Fukushima-Hamadori
earthquake of March 19, 2011. This is a shallow, normal-faulting earth-
quake that was a foreshock of the M6.7 Fukushima-Hamadori earthquake
of April 11, 2011. This earthquake is strong enough to generate strong
shaking with a high signal-to-noise ratio over a broad frequency band,
but small enough to reduce the source complexity. Velocity model VM1 is
given by JIVSM for the hypocenter of the earthquake. VM2 uses the same
velocity model for all stations, but with improvements to the Q model
for improved spectral matching. VM3 uses instead the JIVSM velocity
model that is given for each station, with the improved Q model. VM4
substitutes a shallow velocity structure based on inversion of H/V from
microtremors using the inversion method of Kawase et al. (2018). Over-
all, the quality of the synthetic seismograms, measured as the average
standard deviation of Fourier and pseudoacceleration response spectra,
improves modestly as the models advance from VM1 to VM4. The im-
provement is marked at some stations, but not at others. A challenge for
future research is to better understand the physical factors behind these
trends.

1 Introduction
Seismic risk analysis requires hazard estimates in the form of hazard curves
and, increasingly, appropriate seismograms that are compatible with specific
earthquakes on identified faults that might affect the site. This paper focuses
on development of realistic synthetic seismograms that can serve as alternatives
to past records.
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In the process of developing a model for synthetic seismograms for engineer-
ing applications, the first question is the selection of an appropriate velocity
model. The SCEC Broadband Platform, as described by Goulet et al. (2015),
used regional models - one for northern California, one for the Mojave Desert,
one for elsewhere in southern California, and two models to represent different
regions in Japan. This project evaluates the benefits of going beyond regional
models for the purposes of generating synthetic seismograms in two-dimensional
structures.

We went through a number of iterations and model improvements. At the
end, we selected four representative models to illustrate the effects of differences
in the model concept. The result informs the trade-off between gathering more
information and the reduction of sigma that can result from obtaining that
information.

2 Procedure

2.1 The Earthquake
This case study considers the MW 5.8 earthquake of March 19, 2011 (36.7837
N, 140.5715 E), in the region near the border between Fukushima and Ibaraki
Prefectures . The focal mechanism of this event is normal faulting, on a fault
with a southeast strike (141o) dipping to the southwest (48o). Figure 1 shows the
location of the earthquake and it’s aftershocks in eastern Japan, north of Tokyo.
It was recorded by the Japanese K-NET and KiK-net strong motion network.
Figure 1 locates the 42 stations within 200 km of the fault with estimated values
of VS30 > 500 m/s, and used in this study.

2.2 Synthetic Seismograms
This project aimed to reproduce key charancteristics of the records at all 42
stations through the use of the composite source model system of generating
synthetic seismograms. This code has been described by Anderson (2015). Syn-
thetics at all frequencies are generated using the representation theorem. This
requires a slip model for the source, and Green’s functions to transmit the effect
of the source slip to the station. This study focuses on the velocity model used
to calculate the Green’s functions. However, an elementary review of the source
model will be helpful.

The source model consists of the superposition of subevents, where each
subevent is modeled as the source of a “Brune pulse” (Brune, 1970). Thus each
subevent has a virtual radius, ri, a time constant τi = ri/ (2.34β), and a time
function Ṁ0 (t) ∼ Δτste

−t/τ . The pulse size is normalized by a subevent stress
drop, Δτs such that the time function integrates to the moment of a circular
crack of that stress drop: M0i = 16

7 ΔτSr
3
i (Kanamori and Anderson, 1975).

Each subevent has seismic magnitude MWi = 2
3 (logM0i − 16.1) for moment

in dyne-cm (Kanamori, 1977). The numbers and radii of subevents are chosen
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randomly from probability distributions that 1) satisfy a statistical Gutenberg-
Richter relationship with b = 1, and 2) sum to the target seismic moment of the
earthquake. The largest allowed subevent has rmax = WE/4 where WE is the
narrowest width of the fault. Subevents are placed on the fault at random, but
a circle with radius ri cannot go outside of the fault limits. Each subevent starts
at the time given by the distance from the hypocenter, divided by the rupture
velocity. This model may break down for sites in the near field of the large
subevents, but it generally seems to perform well. The total slip represented
by the subevents, found by summing the slip of all the circular subevents in
this study results in variable slip on the fault. From this slip, it is possible to
find the “strong motion generating area”, and verify that it is consistent with
the scaling of the Irikura recipe (Somerville et al., 1999). Furthermore, that
slip distribution is consistent with the slip distribution reported by Kiram et al.
(2016).

The Green’s functions are all generated using a Fortran code first written by
Y. Zeng, but subsequently modified, following the method described by Luco
and Apsel (1983). This method represents the Earth with flat layers, where each
layer is characterized by the thickness, P-wave and S-wave speeds, attenuation
quality factors Qp and Qs, and density. This study considers the effectiveness
of four approaches to determine the velocity model, as summarized in Table 1.
Figures 5 and 6 illustrate the differences the Q models in VM 1 and VM 2. The
reasons for this change in the Q model will be pointed out in the discussion of
the results.

Table 1: Characteristics of the velocity models considered in this study.
Model Origin and Main Characteristics
VM 1 Obtained the velocity model for grid point nearest to the

epicenter of the chosen earthquake from JIVSM, following
instructions from H. Miyake:
http://www.jishin.go.jp/main/chousa/12_choshuki/dat/nankai/lp2012nankaie_
str.zip.
This model for the crust was used exactly.

VM 2 Velocities are the same as VM1. Q model is modified from VM1.
Shallow Qp=Qs, as given by the procedure in Anderson (2015).
In the crustal waveguide (depth > 5 km), Qp=Qs=1000.

VM 3 Separate velocity model used for each site. Velocities are from
JIVSM at each station location. Q is determined as in VM2.

VM 4 Like VM3, but shallow velocity structure was replaced with
structure obtained from H/V ratios following the method of
Ducellier et al. (2013) and Kawase et al. (2018).
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3 Results
It is useful to begin the discussion of the synthetics with images of selected
synthetics, compared to data. For this purpose, this paper will focus on the
station IBRH16. As seen on Figure 2, this station is located southwest of the
fault, on the hanging wall side of the fault, but beyond the vertical projection
of the fault to the surface. Figures 7, 8, and 9 compare the observed and one
of the model set of synthetic acceleration, velocity, and displacements. For
each station, synthetics were calculated for 50 realizations of the source. The
synthetics for these figures were computed using VM4. The data and synthetics
have similar amplitudes and durations for all three components of the ground
motion. They also appear to have similar frequency content, although that is
difficult to judge from looking at the time series.

Figure 10 compares the observed Fourier amplitude at station IBRH16 to
the average, over 50 realizations, of the source for VM1, VM2, VM3, and VM4.
Figure 11 shows the equivalent for the pseudo-spectral acceleration (PSA). As a
quick visual impression, VM4 appears to have generated the most similar Fourier
spectra, particularly at frequencies near the frequency where the data spectrum
peaks. We attribute the approximate match in frequencies of spectral peaks at
about 4 Hz, 6 Hz, and 8 Hz to the improvements in the velocity model based on
the H/V. VM1 also shows a peak at 6 Hz, which we attribute to coincidence,
as VM2 and VM3 are much smaller in this range, and their spectra do not
match. The VM1 spectrum is too high from ~12-25 Hz, which we attribute to
the Q model. This is one illustration of why the Q model needs to have very
low values near the surface, as in Figure 6 and is used for VM2, VM3, and
VM4. The broad trend of the model spectra below 4 Hz is the same, as should
be expected, but none of these models have a convincing match of the finer
structure in this frequency range.

Comparing the observed PSA spectrum with the four models (Figure 11),
the result of VM4 seems to provide the best match. At long periods, all four
spectra converge as expected. At the short period side of the spectrum, VM4
comes closest to predicting the observed peak acceleration. The width and
amplitude of the VM$ model peak is closer to matching the data than any of
the others. VM2 and VM3 lack a peak in this period range. VM1 does have a
peak that is similar to the data at Tn~0.2 s, but this model also has large peak
between 0.05s and 0.1 s that is not present in the data.

Figure 12 shows the ratio of Data/Model for spectra such as those in Figures
10 and 11. This figure plots, on a logarithmic axis, the average spectral ratios for
each of the 42 stations in Figure 1 based on the VM4 model as the denominator.
For subsequent analysis, the residual is defined as the ln(data/model). At low
frequencies / long periods, the residual converges to zero because that part of
the spectrum is controled by the seismic moment of the source. The subevent
stress drop for each velocity model was adjusted to give zero residual for Tn=0.
This is not necessarily the optimal choice, but is useful to for the comparative
purposes of this paper.

One test of the different velocity models is to see if there are trends in the
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residuals as a function of distance. Perusal of Figure 12 may show some trends,
but it is easier to to see if spectral residuals at a specific frequency or period
are plotted as a function of distance. This has been done, and Figure 13 shows
the slopes, with their uncertainties, for each model at four frequencies. At 1 Hz
and at ~3 Hz, the slopes are not zero, but a zero slope is within the one-sigma
uncertainty range for all four models. At 10 Hz / 0.1 s, the residuals in the slope
is significantly non-zero for VM1, but not for the other three models. Again,
this unacceptable feature has been corrected by the change in the attenuation
structure illustrated in Figures 5 and 6. At the longest periods shown (0.3 Hz
/ 3 s), all of the models have a significant tendency to have a larger residual at
short distances, and a smaller residual at long distances.

Another way to compare the four velocity models is to compare the mean
spectral residuals. This is shown in Figure 14. In this figure, the average
response spectral period tends to be better for VM4 than any of the others. In
the residuals for the Fourier spectrum, VM4 shows the largest deviation from
0.3-3 Hz, but tends to be better than the others at other frequencies. The
corresponding standard deviations of the models, derived from the variability of
station means as in Figure 12, is shown in Figure 15. Here, the differences seem
small compared to the overall values. VM4 tends to be best from 1-10 Hz in the
Fourier spectrum, and a corresponding period range in the response spectrum.

Figure 16 attempts to concisely summarize the observations in Figure 15.
The misfit is the sum of the absolute values of the residuals in Figure 14, sam-
pled on the log frequency / period axis scale. The standard deviation is the
average of the standard deviations in Figure 15, sampled at equispaced points
on the log frequency / period axis scale.. The relative values of the standard
deviations indicate that the Fourier amplitude models based on the apropriate
deep structure beneath the site is better than a single regional model, and that
incorporating shallow site information is even better. The impact of including
the shallow site information on the response spectrum does not show subsequent
reduction of sigma.

4 Discussion / Conclusions
There are situations where broadband synthetic seismograms that satisfy the
wave equation are useful and flat-layered velocity models are available but three
dimensional models are not yet available. There are also situations where broad-
band ground motions in flat-layered models are sufficient for addressing specific
scientific questions. This case study is relevant to those situations.

The broadest conclusion is that on average, it seems better to use a velocity
model that is appropriate for the site, including near-surface velocities, if that
is available. In the best case, a set of site-specific models like those used for
VM4 might, hopefully, provide ground motion estimates with uncertainties that
are comparable to determine single-station sigma in ground motion prediction
equations. Figure 12 shows, however, that the standard deviations found using
the synthetics have standard deviations of their estimated parameters that are
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considerably greater than the single-station sigma values found by Rodriguez-
Marek et al. (2011) at KiK-net stations. Consistent with this observation,
review of spectra on a site-by-site basis finds that the extent to which the models
were improved in the shift from VM3 to VM4 is variable. A future challenge
is to understand why these results are mixed, and consider how they can be
improved to close the gap between the best models of synthetic seismograms
and the results for single-station sigma.

The selected station, IBRH16, was chosen primarily because of it’s location
close to the fault off the hanging wall. Many urban areas near normal faults
share that geometry. However, as a qualitative impression, in about a third of
the cases, like IBRH16, VM4 was obviously best, in another third the spectral
shapes were changed towards the observations and away from the other models,
but the amplitude of the fit was off, and in about a third, model VM4 did not
stand out from the other models. Indeed, it is clear in Figure 12 that there
are some stations with conspicuously poor agreement with the model. We have
observed, for instance, that some of the largest residuals are seen at stations
in deep valleys near the west side of Honshu, within the volcanic range. It is
known that Q is relatively low in that region, and perhaps also topography has
an effect. This is one example where the physics affecting the ground motions
is incompletely modeled in this study.

Another shortcoming in the physics included in the flat-layered model is
seen in Figure 13, which indicates that the low frequency surface waves are
not attenuating fast enough, on average. Indeed, displacement seismograms
at stations beyond 150 km show strong surface waves that are not present in
the data, and their Fourier spectra show peaks at ~0.2 Hz that are stronger
than the data, It seems likely that scattering by near-surface complexity, that
is not represented in the model, would reduce the amplitude of these surface
waves. The very low Qp and Qs in the near-suface layers apparently does not
cause these waves to attenuate strongly enough. This might alternatively be
corrected with a frequency-dependent Qp and Qs, but that is not currently
implemented in the Green’s function calculations. There are uncomplicated
patches to the present model. We have experimented with separate Green’s
functions generated with low Q, and combining them with the high-frequencies
of the models shown here using match filters. The three-dimensional finite
difference or finite element calculations also have the capability to model these
low frequencies well, in those few regions where the velocity model is extremely
well known. Nonetheless, this effect seems to indicate that special attention is
needed at large distances.

As a summary, we do see applications for synthetic seismograms generated
in flat-layered velocity structures. This case study, based on a subset of sites in
Tohoku with Vs30>500 m/s shows both successes and opportunities for improve-
ment. In this region with very complicated geology, the simple approximation
of using a separate velocity structure appropriate for each site results in im-
provements in the standard deviations of the predictions compared to using a
single regional velocity model. Detailed site-specific models of the shallow geo-
logical structure brought mixed success and a modest reduction of the standard
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deviation.
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6 Figures

EQ #3: Takahagi, MW=5.8, March 19, 2011

 139° E  140° E  141° E

36° N  

37° N  

FKSH01FKSH02

FKSH05

FKSH06

FKSH07

FKSH08

FKSH09

FKSH17

GNMH07

GNMH09

GNMH14

IBRH14
IBRH16

IBRH18

IBRH19

NIGH07

NIGH10

NIGH12

NIGH15

SITH05

SITH07

SITH08
SITH09

SITH10

TCGH13

TCGH14

TCGH17

TKYH13

FKS007

FKS014

FKS015

FKS025

FKS027

IBR008

KNG011

SIT006
SIT007

SIT012

TCG007

TCG010

TCG011

YMN001

Figure 1: Location map: event and stations.
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EQ #3: Takahagi, MW=5.8, March 19, 2011
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Figure 2: Detailed map of the epicentral region, showing nearby stations, epi-
center of the main shock, immediate aftershocks, and the surface projection of
the fault plane used to model the earthquake. The fault is square, 7.96 km on
each side. The depth of the top edge is 4.0 km, and the hypocentral depth is
5.37 km. The fault strike is to the southeast, and it dips 48o to the southwest.
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Figure 3: Cross-section view of aftershocks and the fault model. The view is
towards the southeast.
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Figure 4: Earthquake hypocenter and aftershocks, projected onto the model
fault plane. View is downwards, from the southwest.
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Figure 5: Velocity models compared to 35 km.
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Figure 6: Velocity models compared to 0.5 km.

13

－141－



Figure 7: IBRH16 observed and synthetic accelerations, calculated with VM4.
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Figure 8: IBRH16 observed and synthetic velocities, calculated with VM4.
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Figure 9: IBRH16 observed and synthetic displacements, calculated with VM4.
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Figure 10: Observed Fourier amplitude spectra at station IBRH16, and average
predictions from each velocity model. These spectra have been smoothed, and
show the amplitudes of the vector sum of the horizontal components.
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Figure 11: Equivalent of Figure 10 for the pseudo-acceleration response of data
and average predictions from each velocity model.

18

－146－



10-1 100 101

f, Hz

10-1

100

101

D
at

a/
M

od
el

: F
ou

rie
r 

S
pe

ct
ru

m

10-2 10-1 100 101

T, s

100

D
at

a/
M

od
el

: P
S

A
 

Figure 12: Average misfit, by station, relative to synthetic predictions from VM
4. The color of the line depends of the distance, rflt from the station to the
nearest point on the fault. Colors follow the colors of the spectrum, with red
for the nearest station and violet for the farthest. The heavy black line is the
42 station average.
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Figure 13: Residuals, by velocity model, as a function of distance at four differ-
ent frequencies.
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Figure 14: Effect of the velocity models on the mean residuals over 42 stations
as a function of frequency for Fourier spectra (top) and by period for response
spectra (bottom), by velocity model. The residuals for Fourier spectra are
shown only to 12 Hz because we are not confident that the signal/noise ratio is
adequate at all 42 stations.
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Figure 15: Effect of the velocity models on the standard deviation of residuals
over 42 stations as a function of frequency for Fourier spectra (top) and by
period for PSA (bottom), by velocity model. For PSA, the solid and dashed
lines show values of φ and φSS , respectively the intraevent and single-station
standard deviations measured at KiK-net stations, from Rodriguez-Marek et al.
(2011).
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Figure 16: Effect of the velocity models on the mean standard deviation, the
average over the spectrum of the standard deviations shown in Figure 15.
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