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Construction of the Machine Learning Model Based on Attention Mechanism to Estimate Site
Amplification Factor from Microtremor Record
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Site amplification factors (SAFs) directly influence ground motions and building damage. Generally, SAF is

estimated through subsurface structure exploration. Previous research has employed deep neural network (DNN) to

directly estimate SAFs from the microtremor Horizontal-to-Vertical spectral Ratios (MHVRs). This study

constructed a DNN model to directly estimate SAFs from microtremor time history records. The input data consists

of time segments obtained from microtremor records measured at 124 stations of K-NET and KiK-net, and the

MHVR averaged from the time segments. The target SAFs for machine learning were obtained by Nakano et al.

(2023), which were estimated by Generalized Inversion Technique. The attention mechanism is used for learning

between segments within the same time frame (Self-Attention) and for learning the output of the self-attention and

the MHVR (Cross-Attention). Our DNN model effectively reproduced training and validation data, successfully

estimating the SAF for test data.

1. ZUeic

A NEEIEREME (SAF) (3R 5 2 & o Mg HE iR
AL, BYOWEICEBENITEE 5 2 D5
PETH 5, BIRGEEER) H RS2 RS, T OH
MEREIEDN D SAF 23R D Z & b2y, BLHIFLER
5 EBENC SAF 23R 25 Z LN TE U, Hik
3 [ 8 | BEE T 5 AR FEE A PR\ N T HEE 23 R RE
L h, AMFZETIL, HREMELAIG kD O fE{E
OEHEINC SAF #HEET S22 L2 HE LT
Btk T T LV OBEEIT - 72,

2. T A

AT —H X K-NET £ L U'KiK-net THELHI L 7=
124 #1a (% 1) OB FLERD HAERL T 5 £ T 1%
RLERN D 2048 BO/NXH A 1 BT OTH Lan
HEID 2L, /NXEE 3 Bl OIRIE i/~ &
WIIED>D 75% LA EORFR O BN 2K 9124
A LT A N 5, Bohics A ok s
A M AREEWTJE I i 28.28 Hz,  TRIEEWT & i
$0.07Hz D4 IRDONET—XT 4 VEZ—IZXD
T ANE BRI, BEA LT A RD 3
Rl 47 DRI HRIE O i RAE CIER LT 5, EEL
7B A A D' T AL RT3 T AERRIEE) DA
FRECAFHRE L ZEMRE D/ S0 50 X 2 F 7
BOIDDODANNT =52 L35, WEIKFEETAN
7 hovit (MHVR) OFHFEIZIE Eiko> 50 X4 H

W, A BT A NORIE I I3t T —
PN=% T, w7 — U o HE L, N Rig 0.1
Hz @ Parzen 7 « > K7 TV b L7z TR
Bakd s, WaEE O —47 > ML, Nakano
etal. (2023) TAY hbA o3— g UfiEHT (GIT)
\Z X W HEE 47z SAF 29 %5, MHVR & SAF
DRI G PHAPHIL 0.1~20 Hz, T — X ¥ % 200
R L, JARBREAr— VL CHEMBE 25 X
NV YTV 45, 72 MHVR & SAF O
PRIE X B &+ 5, DL EDORMTIER LT
T =%ty MIxt L, BLRLEHAL T k=10 @ kfold
RIAERREZAT O 7212, B0E] (B 231
TOT ANy MIRDH L9110 #HoT—4+&
v FEER LT, % foldIZB W T, T A Rty b
ZRWEEBREORZ A Lt 7 A RSO
KA72< 9:1 I EIL FL—=7%y h&Y
T—Yarty NEERT D,

3. BT R

AMFFE TR T DM 78 £ 7 L OZEX % X
2 IZ779, Self-Attention & Cross-Attention | Multi-
Head-Attention & FEEAL 5 Attention 487> H A% AL
I 5, Attention HEREIIA T DRI % NFE &
Softmax BAEIZ K W —4E TS 5 Z & TRIERHE
WA R LI ET AV Th D,

TN A RNZOWTHDIALIK I d=128, ~



v Fth=4 &35, FEHFEIT0.001, Ny FHA X
X8, TR v 7 200 &35, KBS
A (MSE) ., w7 Y X AITIE
AdamW ZfERHT 5,

4. fRATRE R

kfold Z2ZERRREZ AT WO OB H 21T > 70, &
fold Ztb~7- &L =i, FL—= /7’?3/\ Vr—v
3., 7 A D MSE IZZNZEH fold [ CRIFLE
ERDEIRETNEAFRTE T2, N T —v =
> v b ® MSE 74 fold Th/h & 72 - 7= fold6 &
FEEREZX3ITRT, hb—=27ky MIH
bE TN F—v gty OB OMITE
HLTBY., TUEHEREDEWET L THDH Z LN
b, K4 TRT SAF O PRI RS 6, B
HAALEBT AL FDOANTHIELWH ) & 725

5. £&8
ARFFETIE, Attention FEAE 2 FH 7o 7 £
TIVEAER L, BR O W IRFMEN LSk & 1 MY
g PE 2 HEE L7z, 10 fH D fold & CIZBWT kL
—= TN T = a DT — X B TE S
ETNVEERTE, 7A My b 7TERREOH

B TR A T H 2 LN TE T,
Eirse

AWFZECIE, FRESEIREERIC TV KRB LY
FHESKZO)IAMFGEE, FEKFEO) W -« 725 -
E@ﬁwi®ﬁﬁiiwﬁﬁ®%k’EMéhk
T2 Ui, A MEEIERREIC I, R
%7&mﬁn%®@%ﬁ—&@%ﬁﬁ%%ﬁﬁb
710 i 7o AR 52 OAESLIZ IS Pytorch M L7z,

W OB Z R T,

TV ENHETED, RSOTA MY O Ay ok MBS
RN D, FEET = ZITHENRVBIHHE T ETITY o
DN — N AFX, 2048%3 Xy 200x1
BHEETNVEMWT SAF 2 THITE 22 &%k Gxt € pavssea o € mooona
wTE %, foldo D7 A bz b BIDL—T P4 WETYa—F4 ~/7-E A XPE € R20H9x Eaﬁnxﬁﬁeﬁ?"“"“
N & TREERE O MSE LHEBIREIT. T A bt p=
> b 12 BUHACE% T MSE 13 0.066, FHBIGRERIE of K _Jv
Self-Attention
0.74 L7257, ATy KbV, € R G € 1,000
Ej])(;mf € R2048xd
—_— ¥
e mEEEQE x|
0.08
oo v LayerEfR4L RS
=] e i >
. K§ 3}V 40
K Cross-Attention
- ATk, € m"““":‘:.rq{?,p;,{, €R™OR( 1, k)
HXy, € R200%d
3
sHaE
o _ AKXy € R200%E
__};' : H [} 5 50 75 Ewoo‘h 125 150 175 200 ti'!?}!’s,,p € R200%1
- ‘; ] _ : | i
N WA A L REE
1 B 3 fold6 =3 iR (Foar€ RP0%)
2 HrEETs L7 e—K
1 TARTO17 ' TEAMO003 ' TEAmoos O TEAMOTL *TEAmMo12 "TEAMo13

(Train n=41, Val n=9) (Train n=45, Val n=5) (Train n=41, Val n=9)

— Tl Mman\l’nzdi
— val mean [Pred)
Toroet

—— Train mean (Pred)
— Val mean [Preg)
— Trgar

—— Train mean (Pred)
— val mesa (Pre)
— Terger

(Train n=43, Val n=7) (Train n=45, Val n=5) {(Train n=46, Val n=4)

—— Train mean {Preg}
— vl mesn (Pred)
— Terger

10 100 10 100
Frequancy IHz] Frequency [Hzl Frequency [Hz)

4 fold6 IZBITH ML —=7 (§k#R)

100

N TF—=varky b (FR) OFH -

KGS020
(n=50)

— Target

IR
Frequency [Hz]

T
Frequency [Hz]

T
Frequency [Hz]

5 fold6 IZBITHT A htEy FOFHEEE GF

— #red {mean}

10 107 10

107 10!
Frequency [Hz] Frequency [Hz]

T S

109
Frequency [Hz)

lﬂu . o "m 100 10’
Frequency [Hz] Frequency [Hz]

H o)

B IR
Frequency [Hz]

GIT.



