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Machine-Learning-Based Classification of Tropical Cyclones
Using Himawari-10 Simulated Observation Data
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The infrared sounder planned for launch aboard Himawari-10 in 2030 will provide observations across a greater
number of spectral channels than conventional imagers, enabling more detailed retrievals of the atmospheric vertical
structure. In this study, we applied various machine-learning techniques to simulated observation data designed to
mimic those expected from the new sounder, with the aim of discriminating tropical cyclone and non-cyclone regions
and classifying tropical cyclones by category. The results demonstrate that machine learning is highly effective for

extracting and identifying tropical-cyclone features from high-dimensional satellite data, allowing dimensionality

reduction and improved classification performance.
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Confusion Matrix - TC Detection

Confusion Matrix (Category Prediction)
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Fig.1 Confusion matrix for binary

classification. Fig.2 Confusion matrix for multi-class

classification.



